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Abstract

In this paper, two significant weaknesses of locally linear embedding (LLE) applied to computer vision are addressed: “intrinsic dimension” and “eigenvector meanings”. “Topological embedding” and “multi-resolution nonlinearity capture” are introduced based on mathematical analysis of topological manifolds and LLE. The manifold topological analysis (MTA) method is described and is based on “topological embedding”. MTA is a more robust method to determine the “intrinsic dimension” of a manifold with typical topology, which is important for tracking and perception understanding. The manifold multi-resolution analysis (MMA) method is based on “multi-resolution nonlinearity capture”. MMA defines LLE eigenvectors as features for pattern recognition and dimension reduction. Both MTA and MMA are proved mathematically, and several examples are provided. Applications in 3D object recognition and 3D object viewpoint space partitioning are also described.

1. Introduction

Manifold learning has attracted attention as a nonlinear learning method in the past decade. As illustrated in Fig. 1(a), it hypothesizes that high dimensional data samples are distributed on an underlying manifold, which is controlled by a few parameters [3,5,31]. Manifold learning techniques try to simplify the high dimensional data by recovering the underlying low dimensional manifold. Local methods are a subset of manifold learning techniques that try to recover global manifold structure from local linear space information. This idea is summarized as “Think globally, fit locally” by L.K. Saul et al., who proposed locally linear embedding (LLE) [1,2]. After LLE, several new methods have been proposed to improve geometric reconstruction performance, such as Laplacian eigenmaps (LEM) [6], Hessian LLE (HLLE) [7], diffusion maps (DFM) [9] and local tangent space alignment (LSTA) [10]. All these algorithms output a set of eigenvectors and eigenvalues. The basic idea of these local methods is summarized as Fig. 1(b). As illustrated in Fig. 1(c), there are two main fields of applications based on local methods, and LLE in particular: (1) choosing the right eigenvectors, underlying manifold structure can be reconstructed for tracking and perception understanding [23,27–34,36,37,39]; (2) eigenvectors can also be considered as low-dimensional data features for pattern recognition [10,13–16,18,24,26,35,45,52].

Local methods are popular because they have good computational efficiency than other manifold learning techniques [22]. However, researchers found significant weaknesses in applications: (1) as illustrated in Fig. 1(c), local methods output a set of eigenvectors and eigenvalues. To recover the manifold, right eigenvectors should be chosen. Existing local methods choose the eigenvectors based on the “intrinsic dimension” of manifold. However, they fail to give a robust method to determine the “intrinsic dimension”. (2) Local methods output many eigenvectors, but only few of them contribute to recovering the manifold. The meanings of the rest of the eigenvectors are unclear. Some research [2,14–16,52] consider the local methods as dimension reduction techniques. The eigenvectors are considered to have similar meanings as those eigenvectors from linear dimension reduction techniques (such as PCA). However, the results from pattern recognition experiments are negative.

LLE is the oldest local method. LEM [6], HLLE [7], DFM [9] and LSTA [10] have attempted to achieve improved geometrical reconstruction performance. However, all these methods are limited to local linear relation capture and global optimization. None of them tried to solve the “intrinsic dimension” problem or interpret the eigenvectors. Referring to Fig. 1, their works are limited in part (b); they cannot solve the application problems in part (c).

The “intrinsic dimension” is derived from an analogous feature from global manifold learning methods, such as multidimensional scaling (MDS) [46], Isomap [4,19] and maximum variance unfolding (MVU) [16]; or from linear dimension reduction techniques, such as principle component analysis (PCA). Current research suggests that local methods cannot determine the “intrinsic dimension” by examining eigenvalues like global methods [1,2], Kégl [20] and Levina and Bickel [21] proposed “intrinsic dimension” determining...
methods based on the mathematical definition of manifold, but their results are not in accordance with those from global manifold learning methods [4,16]. We found different researchers have different understanding on “intrinsic dimension”. We broaden the research on this topic by introducing the topological manifold [44]. In mathematics, a manifold in Euclidean space has two dimensions: (1) the “local dimension”—the dimension of manifold, and (2) the “global dimension”—the minimum Euclidean space embedding dimension (MESED). We clarify the misunderstanding on “intrinsic dimension” that locally dimension determining methods [20,21] find the “local dimension”, while global manifold learning methods [4,16] find the “global dimension”. To definitively determine the structure of a manifold, local manifold learning methods should find the “global dimension”. In our research, we propose the manifold topological analysis (MTA) method that can determine the “global dimension” of typical topological manifolds.

The ambiguous meaning of eigenvectors hinders application of LLE in pattern recognition. LLE performs worse than linear methods when many LLE eigenvectors are used, specifically more than 6 eigenvectors according to Saul and Roweis’ [2] research in digit recognition. It was generally considered that LLE eigenvectors that are not contributing to manifold structure capture only clustering and noise, which are derived from an analogous feature in global manifold learning methods [52]. However, by studying locally linear spaces [42,47], topology [44] and general function spaces [43,48], we have found the multi-resolution property of LLE eigenvectors: LLE eigenvectors are multi-resolutional; they capture manifold nonlinearity in the corresponding resolution. We prove this property and develop the manifold multi-resolution analysis (MMA) method. Furthermore, we successfully apply our method in 3D object recognition and 3D object viewpoint space partitioning.

Other research have also found local methods that are not robust against data rescaling and normalization; as a result, global geometric information is unrecoverable [25]. Current local methods are unreliable because they use eigenvalues to choose eigenvectors. Our manifold topological analysis (MTA) method does not have this problem because the eigenvectors are chosen by topological analysis. We also develop a subroutine included in MTA that scales eigenvectors by eigenvalues, thus, it can recover global geometric information.

Although manifold learning has become popular in the past decade, most research has not fully considered the “manifold hypothesis” [3] (Fig. 1(a)). This “hypothesis” is usually summarized with very few sentences without proof, such as “suppose data samples have an underlying manifold structure”. In some researches, local methods have been disproved [11]. We have found that their data samples do not strictly satisfy the “manifold hypothesis”. In order to make our research strictly follow the “manifold hypothesis”, we introduce a sufficient condition for data samples to satisfy the hypothesis.

In this paper, “topological embedding” and “multi-resolution nonlinearity capture” are introduced. The proposed MTA method is based on “topological embedding” to robustly determine the “global dimension” of a manifold with typical topology, which is important for tracking and perception understanding. The proposed MMA method is based on “multi-resolution nonlinearity capture”. MMA defines LLE eigenvectors as features for pattern recognition. Both MTA and MMA are proved mathematically, and several examples are included. We also examine the method performances in applications in 3D object recognition and 3D object viewpoint space partitioning. This paper has the following organization: In Section 2, we introduce the mathematical definition of topological manifolds and give a sufficient condition to satisfy the “manifold hypothesis”. Then, we summarize the existing LLE algorithms in matrix form. In Section 3, we mathematically analyze the topological manifold and LLE algorithm. Furthermore, we describe “topological embedding dimension” based on the analysis. In Section 4, the MTA method is introduced for typical topology and mathematically proved. This method successfully determines the “global dimension” of typical manifolds. In Section 5, we provide meaning of LLE eigenvectors based on “topological embedding” and general function spaces: LLE eigenvectors are multi-resolutional and capture manifold
nonlinearities. Furthermore, we propose the MMA method with mathematical proofs. In Section 6, we apply our methods in 3D object recognition and 3D object viewpoint space partitioning. We discuss the results and a previous work in Section 7.

2. Sufficient condition for the “manifold hypothesis” and locally linear embedding

In Section 2.1, we first introduce some basic definitions about manifolds and give a sufficient condition for data samples to satisfy the “manifold hypothesis”. In some researches, the data samples do not strictly satisfy the “manifold hypothesis” [11]. Therefore, definite data sample constraints are necessary. In Section 2.2, the original LLE algorithm is quickly introduced in matrix form. Because the LLE algorithm is very familiar, this step is intended to make the algorithm more convenient for further discussions and proofs. The “intrinsic dimension” problem is introduced by an example in the end.

2.1. A sufficient condition for the “manifold hypothesis”

2.1.1. Mathematical definitions

We introduce the following three important definitions that are related to manifolds:

Continuous map: If \( X \) and \( Y \) are topological spaces, a map \( f: X \rightarrow Y \) is said to be continuous if for every open set \( U \subset Y, f^{-1}(U) \) is open in \( X \).

Homeomorphism: If \( X \) and \( Y \) are topological spaces, a homeomorphism from \( X \) to \( Y \) is defined to be a continuous bijective map \( \phi: X \rightarrow Y \) with continuous inverse.

Manifold in Euclidean space: A \( k \)-dimensional manifold (or a \( k \)-dimensional surface) in \( \mathbb{R}^n \) is a subset \( S^k \subset \mathbb{R}^n \) such that each point has a neighborhood in \( S^k \) that is homeomorphic to \( \mathbb{R}^k \).

Topological spaces, the Hausdorff property and second-countable are also important in defining manifolds. However, they are not used directly in our proofs. We leave out their definitions [42,44] to make this paper succinct.

We introduce two important dimensions of manifold:

Dimension of manifold: This is already introduced in defining manifold in Euclidean space. According to its definition, it is also called the “locally dimension” in this paper.

Minimum Euclidean space embedding dimension (MESED): “The minimum dimension of those Euclidean spaces in which a given manifold can be smoothly embedded with a one-to-one mapping” [42]. This dimension is also called the “global dimension” or “topological embedding dimension” in this paper.

We give an example in Fig. 2(a). A circle that is embedded in a 2-dimensional Euclidean space is a 1-dimensional manifold. Any given point of the circle (point \( x \) as an example) has a neighborhood in the circle which is homeomorphic to 1-dimensional Euclidean space \( \mathbb{R} \). According to the definition of manifold in Euclidean space, a circle is a 1-dimensional manifold. We could also say its “locally dimension” is 1. On the other hand, the entire circle cannot exist in a 1-dimensional Euclidean space. At least 2-dimensional Euclidean space is needed to embed the circle. This means its MESED or “topological embedding dimension” is 2.

A relation between dimension of manifold and MESED is given by the following theorem:

*Strong Whitney embedding theorem* [44]: Any connected smooth \( n \)-dimensional manifold \( S^n \) (required also to be Hausdorff and second-countable) can be smoothly embedded in the Euclidean \( 2n \)-space \( \mathbb{R}^{2n} \).

2.1.2. Manifold hypothesis and a sufficient condition for the hypothesis

Scientists in many fields face the problem of simplifying high-dimensional data by finding low-dimensional structure in it. If there is a low-dimensional manifold structure hidden in the high-dimensional data, the hidden manifold can be recovered by manifold learning techniques. Fig. 2(b) is an example of a set of image data with a hidden manifold structure. The structure is successfully recovered by LLE as shown in Fig. 2(c).

In favor of reducing the dimension of high-dimensional data, some researchers conduct manifold learning techniques in certain data. However, they fail to find the hidden manifold structure and claim the manifold learning techniques are weak. Actually, they omitted the fact that their testing samples might have a “hidden structure” but do not have a “hidden manifold structure”. According to the definition of manifold in Section 2.1.1, we introduce a sufficient condition to ensure that data samples have a hidden manifold structure. It is divided into 4 constraints:

**Constraint 1**—continuous mapping: For data samples with a previously known underlying manifold structure, neighborhoods in data space are also neighborhoods in the underlying manifold. Continuous mapping is an important prerequisite that requires data sampling to preserve neighborhood relations. If the underlying manifold structure is previously unknown, this restriction is automatically satisfied because manifold learning algorithms find only continuous mappings from data to underlying structure.

**Constraint 2**—locally homeomorphic: For data samples with a previously known underlying manifold \( S^k \), dimension of manifold derived from dimension-determining techniques [20,21] should also be \( k \). For data samples without a previously known
underlying manifold, the dimension of their underlying manifold should be robustly derived from a dimension determining technique.

The definition of a $k$-dimensional manifold requires neighborhood of any given data samples to be homeomorphic to local Euclidean subspace $\mathbb{R}^k$.

For data samples with a known underlying manifold, if the sampling is too sparse or too noisy, the manifold structure might not be recovered. We use dimension-determining techniques [20,21] to evaluate the samples. Such techniques find the locally dimension according to the locally homeomorphic. Dimension returned from these techniques should agree with the previously known dimension.

In most cases, manifold learning techniques are aiming to recover the underlying manifold structure that is previously unknown. If the data sampling is too sparse or noisy, or there isn’t any underlying manifold structure at all, it is not expected to recover a manifold structure from manifold learning techniques. Dimension-determining techniques are used as a prerequisite, if the locally dimension cannot be found, there is no possibility to find the global manifold structure. Handwritten digits [2], for example, do not really have an underlying manifold structure, they only satisfy the continuous constraint.

We mention that the use of dimension-determining algorithms does not nullify the use of manifold learning techniques: local dimension determining algorithms [20,21] find only the “local dimension”, while manifold learning techniques find the global structure.

Constraint 3—topological space, Hausdorff and second countability: “Data samples are in Euclidean space”.

Samples should meet the constraints defined for topology, the Hausdorff property and second countability. In practice, we do not need to show how Euclidean space is used universally. Further, we can only compute finite samples. Thus, the topology, Hausdorff property and second countability constraints are automatically satisfied.

Constraint 4—connectivity: The underlying manifold is simply connected.

We do not discuss manifolds with more than one connected component. If there are more than one connected components, each of them can be analyzed separately. Moreover, there is no need to use manifold learning algorithms to find connected components. There are many robust graph-theory-based algorithms [40,41].

In general, constraints 2 and 4 are the crucial constraints to verify. And we also see that if the data satisfies these constraints, it also satisfies the strong Whitney embedding theorem.

2.2. Locally linear embedding and the “intrinsic dimension” problem

2.2.1. Locally linear embedding

The basic idea of locally linear embedding algorithm is illustrated in Fig. 3. To avoid ambiguity, we introduce the algorithm in matrix form in Section 2.2.1. After that, we show the “intrinsic dimension” problem by an example in Section 2.2.2.

Step 1: Neighborhood search. Each D-dimensional input data sample is denoted as a horizontal vector:

$$x_i = (x_{i1}, x_{i2}, \ldots, x_{iD})^{\top}$$

(2.1)

All N inputs can be represented as a matrix:

$$X = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix}_{N \times D}$$

(2.2)

For each vector $x_i$, we identify its neighborhoods by finding the nearest $K$ vectors using Euclidean distance. And its neighbors are denoted by an $N$-dimensional horizontal vector:

$$e_i = (e_{i1}, e_{i2}, \ldots, e_{IN})$$

(2.3)

where $e_{ij} = 1$ if $x_j$ is a neighbor of $x_i$, $e_{ij} = 0$ if $x_j$ is not and $e_{ij} = 0$ if $i = j$.

The overall neighborhood relationship is represented as an $N \times N$ matrix:

$$E = \begin{bmatrix} e_{11} & e_{12} & \cdots & e_{1N} \\ e_{21} & e_{22} & \cdots & e_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ e_{N1} & e_{N2} & \cdots & e_{NN} \end{bmatrix}_{N \times N}$$

(2.4)

Step 2: Constrained least square fits.

In this step, each data sample is linearly represented by its neighbors. For a particular vector $x_i$, its $K$ neighbors are temporally denoted as $x_{i1}, x_{i2}, \ldots, x_{iK}$. A locally linear representation is given by finding a set of reconstruction coefficients $w_{i1}, w_{i2}, \ldots, w_{iK}$ that minimize the representation error:

$$E = \left| x_i - \sum_{j=1}^{K} w_{ij} x_{ij} \right|$$

(2.5)

Fig. 3. Steps of locally linear embedding: (a) assign neighbors to each data point $x_i$ (for example using the $K$ nearest neighbors). (b) Compute the weights $w_{ij}$ that best linearly reconstruct $x_i$ from its neighbors by solving the constrained least-squares problem in formula (2.5). (c) Compute the low-dimensional embedding vectors $y_i$ best reconstructed by $w_{ij}$, minimizing formula (2.13) by finding the smallest eigenvectors of the sparse symmetric matrix in formula (2.15). Although the weights $w_{ij}$ and vectors $y_i$ are computed by methods in linear algebra, the constraint that points are only reconstructed from neighbors can result in highly nonlinear embeddings.

Cited from [1].
with constraints:

$$\sum_{j=1}^{K} w_{ij} = 1, w_{ij} \geq 0 \quad (2.6)$$

Formula (2.5) can be written as

$$e^2 = \left| \mathbf{x}_i - \sum_{j=1}^{K} w_{ij} \mathbf{x}_j \right|^2 = \sum_{j=1}^{K} w_{ij}^2 \mathbf{G}_{jk} \quad (2.7)$$

where \( \mathbf{G}_{jk} \) is the local Gram matrix:

$$\mathbf{G}_{jk} = (\mathbf{x}_j - \mathbf{x}_k)^T (\mathbf{x}_j - \mathbf{x}_k) \quad (2.8)$$

Reconstruction weights are solved by the Lagrange multiplier method:

$$w_{ij} = \frac{N \mathbf{G}_{jk}}{\sum_{lm} \mathbf{G}_{lm}} \quad (2.9)$$

To make (2.9) uniquely solvable, \( \mathbf{G}_{jk} \) is modified as

$$\mathbf{G}_{jk} \leftarrow \mathbf{G}_{jk} + \delta \beta \frac{\mathbf{X}^T \mathbf{X}}{K} \quad (2.10)$$

where \( \delta \beta \) is 1 if \( j = k \) and 0 otherwise. \( \mathbf{X}^T \mathbf{X} \) denotes the trace of \( \mathbf{X} \) and \( \frac{\mathbf{X}^T \mathbf{X}}{K} \) is orthogonal and regulated.

The overall representation weights are arranged in a representation weight matrix:

$$\mathbf{W} = \begin{bmatrix} w_{11} & w_{12} & \cdots & w_{1N} \\ w_{21} & w_{22} & \cdots & w_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ w_{N1} & w_{N2} & \cdots & w_{NN} \end{bmatrix}_{N \times N} \quad (2.11)$$

where \( w_{ij} \) is the weight of \( \mathbf{x}_i \) from \( \mathbf{x}_j \). If \( \mathbf{x}_j \) is not a neighbor of \( \mathbf{x}_i \), \( w_{ij} = 0 \). Notice that \( w_{ij} = 0 \) does not guarantee \( \mathbf{x}_j \) is not a neighbor of \( \mathbf{x}_i \); the neighborhood relationship is denoted separately by \( \mathcal{E} \).

Step 3: Eigenvalue problem.

The final step finds another set of \( d \)-dimensional vectors \( \{ \mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_N \} \) that best fit the representation weights \( \mathbf{W} \). \( \{ \mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_N \} \) is said to be the \( d \)-dimensional embedding of the original data. \( \{ \mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_N \} \) is arranged in the matrix form as follows:

$$
\mathbf{Y} = \begin{bmatrix} \mathbf{y}_1 \\ \mathbf{y}_2 \\ \vdots \\ \mathbf{y}_N \end{bmatrix}_{N \times d} = \begin{bmatrix} y_{11} & y_{12} & \cdots & y_{1d} \\ y_{21} & y_{22} & \cdots & y_{2d} \\ \vdots & \vdots & \ddots & \vdots \\ y_{N1} & y_{N2} & \cdots & y_{Nd} \end{bmatrix}_{N \times d} \quad (2.12)
$$

\( \mathbf{Y} \) minimizes the square average cost function \( \Phi(Y) \):

$$\Phi(Y) = \| \mathbf{Y} - \mathbf{WY} \|^2 \quad (2.13)$$

or

$$\Phi(Y) = \| \mathbf{Y} - \mathbf{WY} \|^2 = \sum_{k=1}^{d} \| \mathbf{Y}_k - \mathbf{WY}_k \|^2 = \sum_{k=1}^{d} (\mathbf{Y}_k - \mathbf{WY}_k)^T (\mathbf{Y}_k - \mathbf{WY}_k) \quad (2.14)$$

where

$$\mathbf{W} = \sum_{k=1}^{d} \mathbf{Y}_k \mathbf{Y}_k^T = \sum_{k=1}^{d} \mathbf{Y}_k \mathbf{Y}_k^T = \sum_{k=1}^{d} \mathbf{Y}_k \mathbf{Y}_k^T = \frac{1}{N} \sum_{k=1}^{d} \mathbf{Y}_k \mathbf{Y}_k^T$$

and \( \{ \mathbf{Y}_k \} = \{ 1, 2, \ldots, d \} \) is orthogonal and regulated:

$$\mathbf{Y}_k^T \mathbf{Y}_k = 0, \quad i \neq j, \quad j = 1, 2, \ldots, d \quad (2.16)$$

The optimal solution to (2.14) with constraints (2.16) and (2.17) is calculated using the Lagrange multiplier method:

$$\Phi(Y) = \sum_{k=1}^{d} \mathbf{Y}_k^T \mathbf{M} \mathbf{Y}_k - \sum_{k=1}^{d} \lambda_k \left( \frac{1}{N} \mathbf{Y}_k \mathbf{Y}_k - 1 \right) \quad (2.18)$$

Differentiate (2.18) by \( \mathbf{Y}_k \), \( k = 1, 2, \ldots, d \):

$$\Rightarrow \mathbf{Y}_k^T \mathbf{M} - \lambda_k \mathbf{Y}_k = 0 \Rightarrow \mathbf{M} \mathbf{Y}_k = \lambda_k \mathbf{Y}_k \quad (2.19)$$

As a result, \( \{ \lambda_k \} \) are eigenvalues of \( \mathbf{M} \), while \( \{ \mathbf{Y}_k \} \) are the corresponding eigenvectors.

From (2.14):

$$\Phi(Y) = \sum_{k=1}^{d} \lambda_k \mathbf{Y}_k^T \mathbf{Y}_k = \sum_{k=1}^{d} \lambda_k \mathbf{Y}_k^T \mathbf{Y}_k = \frac{1}{N} \sum_{k=1}^{d} \lambda_k \quad (2.20)$$

Therefore, for each given \( d \), \( \Phi(Y) \) can be minimized by finding the bottom eigenvalues of \( \mathbf{M} \) and their corresponding eigenvectors.

Obviously, eigenvector \( \mathbf{Y}_0^T = (1, 1, \ldots, 1) \) have the eigenvalue \( \lambda_0 = 0 \); thus, it should be discarded because they reveal nothing about the original data.

To solve for each given \( d \), we find the lowest \( d+1 \) eigenvalues of \( \mathbf{M} \) and their corresponding \( d+1 \) eigenvectors, and discard \( \mathbf{Y}_0^T = (1, 1, \ldots, 1) \); the remaining \( d \) eigenvectors are the best \( d \)-dimensional embedding of the original data.

2.2.2. An example of the “intrinsic dimension” problem

The existing LLE algorithm ends without giving the method to determine the “intrinsic dimension” \( d \), which is crucial for the manifold structure. We use the data of hand rotation (Fig. 2(b)) to show this problem. We visualize the manifold structure in Fig. 4 for \( d = 1, d = 2, d = 3 \) and \( d = 4 \). They look distinctively. Therefore, if the “intrinsic dimension” is unknown, we cannot determine

![Fig. 4. Reconstruct the underlying manifold structure of hand rotating images (Fig. 2(b)). Assuming different “intrinsic dimension” \( d \), different structures are reconstructed. (a) \( d = 1 \), the indices of images are used as the x-axis. (b) \( d = 2 \). (c) \( d = 3 \). (d) \( d = 4 \), only the 2nd, 3rd and 4th LLE eigenvectors are visualized.](image-url)
which structure is right. Other examples of this problem can also be found in [2].

3. Mathematical analyses of topological manifolds and the LLE algorithm

In this section we mathematically analyze topological manifolds and LLE algorithm to develop the key ideas for the manifold topological analysis method (MTA) and manifold multi-resolution analysis method (MMA). Specifically, the "centralization tradeoff" introduced in Section 3.2 is a key idea for MMA, and "spectral decomposition" introduced in Section 3.4 and "topological embedding dimension" introduced in Section 3.5 are key ideas for both MTA and MMA, respectively. We develop these ideas step by step with interim analysis in Sections 3.1 and 3.3.

3.1. Locally linear spaces

From the definition of a d-dimensional manifold, each data sample has locally linear spaces. As illustrated in Fig. 5, we introduce the following locally linear spaces of a particular sample \( x \), with its neighbors \( x_1, x_2, \ldots, x_K \):

- The original data space: \( \mathbb{R}^d \).
- The local tangential space of the manifold: \( \mathbb{R}^d \).
- The span space by neighborhoods \( x_1, x_2, \ldots, x_K \): \( \mathbb{R}^\ell \).

\( \mathbb{R}^d \) is derived directly from the manifold hypothesis, and \( x \) is sampled from the \( d \)-dimensional manifold; it has a local neighborhood homeomorphic to \( \mathbb{R}^d \) and is tangent to the manifold. Because \( x \) is sampled with noise, it might not be located exactly on the manifold. We give a tolerance such that the space is spanned by its nearest point on the manifold.

\( \mathbb{R}^\ell \) is the 3-dimensional data sample space. 

\( R^D \) is the 3-dimensional data sample space.

\( S^1 \) is embedded 1-dimensional manifold \( S^1 \) embedded in \( \mathbb{R}^2 \) as an example. For a particular point \( x \), \( \mathbb{R}^d \) is its 1-dimensional manifold tangential space; \( \mathbb{R}^\ell \) is the 2-dimensional space spanned by neighbors; and \( \mathbb{R}^D \) is the 3-dimensional data sample space.

![Fig. 5. Illustration of locally linear spaces. 1-dimensional manifold \( S^1 \) embedded in \( \mathbb{R}^2 \) is used as an example. For a particular point \( x \), \( \mathbb{R}^d \) is its 1-dimensional manifold tangential space; \( \mathbb{R}^\ell \) is the 2-dimensional space spanned by neighbors; and \( \mathbb{R}^D \) is the 3-dimensional data sample space.](image-url)

In ideal situations, \( \{x_0\} \) should all lie in the tangential space \( \mathbb{R}^d \), as required by definition of manifold. Thus, \( S \) should be no greater than \( d \). However, in practices (1) data are sampled discretely, which means data might be located outside \( \mathbb{R}^d \) because of manifold nonlinearity; (2) data are sampled with noise, which also means that the data might be located outside \( \mathbb{R}^d \). Formula (3.3) is satisfied if the number of neighbors \( K \) is chosen to be big enough.

Generally, the three spaces are related according to

\[ \mathbb{R}^\ell \subset \mathbb{R}^D \subset \mathbb{R}^D \]  

3.2. "Degeneration" and "centralization tradeoff"

"Degeneration" is originally discussed by Saul and Roweis [2] for the LLE algorithm to uniquely solve the representation weights defined in (2.10). From (3.1) and (3.2), such degeneration occurs when \( S < K - 1 \). From (2.7), a weaker condition to claim "degeneration" is

\[ D < K - 1 \]

Equivalently, formula (2.10) chooses those weights which \( \{w_0\} \) minimize the square sum:

\[ \sum_{j=1}^{K} w^2_{ij} \]

Intuitively, this is to place \( x = \sum_{j=1}^{K} w_{ij} x_j \) at the center of its neighborhoods \( \{x_j\} \). This is called the "centralization optimal." In this section, we stress the tradeoff between two optimal: "least square fit" (2.7) and "centralization" (3.6). It is a key preposition to support the MMA method. In practice, data are discretely sampled from nonlinear manifold. Given a particular point, it is not expected to lie in the center of its neighborhoods. To minimize the square fit error (2.7), square sum of weights (3.6) is not minimized. Formula (2.10) gives a tradeoff between these two optimals, where \( D \) denotes how important "centralization" is in comparison with "least square fit." \( D = 0.1 \) by default in the LLE algorithm [2]. Intuitively, "least square fit" means "pull \( x = \sum_{j=1}^{K} w_{ij} x_j \) away from center of \( \{x_j\} \)."

This tradeoff gives LLE the ability to capture the nonlinearity of manifold. We use it to prove the MMA method in Section 4.

3.3. Continuous mapping

In addition to embedding, we demonstrate that the eigenvectors \( \{Y_i\} \) (2.12) and (2.19) can be seen as mappings from data samples to real numbers \( \mathbb{R} \):

\[ Y_s : \{x_i\} \rightarrow \mathbb{R} \]  

Given the definition of continuous mapping in Section 2.1, \( \{Y_s\} \) can be considered to be continuous maps because LLE maintains neighborhoods.

According to the manifold hypothesis, \( \{x_i\} \) are sampled from the underlying manifold \( S \). This means \( \{Y_s\} \) are continuous maps from the underlying manifold \( S \) to real numbers \( \mathbb{R} \):

\[ Y_s : S \rightarrow \mathbb{R} \]

Technically, mapping newly sampled data could be accomplished by well-developed function interpolations techniques. Some research have attempted to modify LLE from embedding to mapping [38,52]. In our research, we do not discuss the techniques in detail but stress the idea that \( \{Y_s\} \) are continuous mappings from the underlying manifold \( S \) to the real numbers \( \mathbb{R} \).
3.4. Spectral decomposition

Other than embedding, it is rewarding to consider the third step of LLE as spectral analysis of the original data and their underlying manifold. All the eigenvalues of $M_{K, N}$ (2.15) can be sorted such that

$$\lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_d \leq \cdots \lambda_N$$

and their corresponding eigenvectors are related according to

$$Y_0, Y_1, Y_2, \ldots, Y_d, \ldots, Y_N$$

where $\lambda_i$ measures prominence of $Y_i$ and $Y_i$ as a feature of the original data [40].

This idea is similar to PCA, in which the original data are analyzed by spectral decomposition; the highest eigenvalues and eigenvectors define the clustering. Some research have used LLE as a spectral analysis tool [12,15,53] based on this idea.

However, we found that the analogy to PCA does not hold completely because LLE-eigenvalues and LLE-eigenvectors have their own meanings: Each eigenvector of LLE is a continuous mapping from the manifold to real number $\mathbb{R}$. Each eigenvector of LLE is a continuous mapping from the manifold to real number $\mathbb{R}$.

LLE eigenvectors. This is the basic idea of LLE.

Our MMA method is developed and proved in Section 5. Nonlinearity capture is introduced and proved in detail in Section 5.3.

3.5. Topological embedding

It is mentioned in Section 3.3 that each LLE eigenvectors is a continuous map from manifold to $\mathbb{R}$. Because continuous map preserves topology, we can find the low-dimensional topological manifold structure from high-dimensional data using the right LLE eigenvectors. This is the basic idea of LLE.

For manifold with MESED=2, it can be visualized using two eigenvectors (denoted as $Y_i$ and $Y_j$). The coordinates $y_0$ of sample $x_0$ is

$$y_0 = (y_{0i}, y_{0j}) = (Y_i(x_0), Y_j(x_0))$$

And the manifold $\mathbb{S}$ can be expressed as

$$\mathbb{S} = (Y_i(\mathbb{S}), Y_j(\mathbb{S}))$$

Similarly, manifold with MESED=3 can be visualized as

$$\mathbb{S} = (Y_i(\mathbb{S}), Y_j(\mathbb{S}), Y_k(\mathbb{S}))$$

Formula (3.11) can also be considered as an implicit expression of $Y_1(\mathbb{S})$ in $\mathbb{R}^2$ with the coordinates given by $Y_1(\mathbb{S})$. And (3.12) can be considered as implicit expression of $Y_1(\mathbb{S})$ in $\mathbb{R}^3$ with the coordinates given by $Y_1(\mathbb{S})$ and $Y_2(\mathbb{S})$. This implicit expression gives us a method to observe the behavior of all eigenvectors without using a known index.

As previously shown by the example in Section 2.2.2, we now discuss the well-documented criticism of LLE: it cannot determine the “intrinsic dimension” of the underlying manifold. Newer local manifold learning algorithms [6,7,9,10] are aiming to improve geometric performance, but they cannot determine the “intrinsic dimension” either.

Saul and Roweis [2] have attempted to determine the “intrinsic dimension” using eigenvalues, which is an analogy to global manifold learning algorithms. However, their result is negative. We point out it is a “false analogy”; as discussed in Sections 3.2 and 3.4, the second step of LLE captures only the local relationships in the manifold tangential space $\mathbb{R}^d$ or the neighborhood spanned space $\mathbb{R}^d$. This is different than PCA and isomap, where the global relationship for each sample in $\mathbb{R}^d$ has been captured.

Other than the “false analogy”, we find the meaning of “intrinsic dimension” is ambiguous. Different researchers have different understandings on “intrinsic dimension”. To avoid ambiguity, we have introduced the dimension of manifold and MESED in Section 2.1.1 instead. We clarify that Kegl [20] and Levina and Bickel [21] who propose local dimension determining methods [20,21] consider it as the dimension of manifold, while Tenenbaum et al. [4] and Fu and Thomas [16] who propose global manifold learning algorithms [4,16,46] consider it as the MESED. We find a method to determine the MESED based on the particular behavior of LLE eigenvectors.

LLE first captures local information of manifold $\mathbb{S}^d$. Because the “locally dimension” (dimension of manifold) is $d$, the information captured is also $d$-dimensional. Then LLE tries to find global structures to fit all the local information. From the strong Whitney embedding theorem, the global structure can always be found in $\mathbb{R}^d$, where the MESED: $T \geq 2d$. Solving the eigenproblem (2.19), we can find $N$ eigenvectors that are orthogonal (2.16), where $N$ is the number of data samples. Analyzed in Section 3.3, those eigenvectors that preserve the continuity will preserve the topology. Since $d < N$, we have $T \leq 2d < N$, and most eigenvectors preserve the continuity in order to minimize the reconstruction error (2.14). Therefore, the number of those eigenvectors preserving the continuity is much more than $T$. Since there is only $T$-dimensional freedom in topology, the eigenvectors will repeat the same topology while finding other ways to satisfy the orthogonal constraint (2.16).

In Section 5, we discuss and prove that the eigenvectors of LLE outside $\mathbb{R}^d$ find freedom in general function spaces to satisfy the orthogonal regulation. Moreover, the general function spaces are specified as multi-resolutional spaces. In Section 4, we introduce a method to find eigenvectors inside $\mathbb{R}^T$ by observing the eigenvectors’ multi-resolution behavior, which is developed as the MTA method.

4. Manifold topological analysis (MTA) method

In this section, we introduce the manifold topological analysis (MTA) method for typical topological manifolds, which are most frequently used in computer vision, especially in tracking and perception understanding. We analyze the behavior of the eigenvectors and eigenvalues of these manifolds. In addition, we propose a method to determine their topological embedding dimension and a method to improve the geometric performance of LLE using eigenvalues.

4.1. Typical topological manifolds in computer vision

We introduce 4 typical topological manifolds:

(1) Line: $\mathbb{R}$, (2) Circle: $\mathbb{S}^1$, (3) Plane: $\mathbb{P}$, (4) Cylinder: $\mathbb{C}$. There are only 2 kinds of 1-dimensional topology: a line $\mathbb{R}$ and circle $\mathbb{S}^1$. They can generate 2-dimensional topology using a Cartesian space. Thus, they are basic and important.

There are 3 basic 2-dimensional topologies: plane $\mathbb{P}$, sphere $\mathbb{S}^2$ and torus $\mathbb{T}$. However, we choose $\mathbb{P}$ and $\mathbb{C}$ as typical topologies. The following are the reasons.

Plane $\mathbb{P}$ is the most popular manifold in manifold learning algorithms. The rectangle, swiss-roll and S-shape plane are all planes in topology. Almost all manifold learning algorithms have experimented with plane $\mathbb{P}$ [1–9,16,17]. In computer vision, there are many samples with an underlying topological plane. Plane $\mathbb{P}$ is chosen as one typical topological manifold.
The sphere $S^2$ is a very important 2-dimensional topology. For example, the viewpoint space of a 3D-object is a sphere, as shown in Fig. 12(a). However, it is seldom discussed in manifold learning methods because it is impossible to visualize a dimension reduction of a sphere. To show a dimension reduction of sphere, the original space must be at least 4-dimensional. The other reason we do not choose a sphere is: a sphere is difficult to describe with an explicit expression in Euclidean space. For example, a unit sphere is described explicitly in polar coordinates by $R=1$ or implicitly in Euclidean space by $x^2+y^2+z^2=1$. The explicit expression in Euclidean space can be derived from the polar expression $(R/\rho, \phi)$. However, the expression varies dramatically depending on the choice of the original point $(\theta, \rho)$. The manifold topological analysis method would be very complex to apply to a sphere. Therefore, a sphere can be analyzed by the manifold multi-resolution analysis method (MTA) introduced in Section 5. An example of a viewpoint sphere analysis is given in Section 6.2.

The cylinder $T$ is not a basic 2-dimensional topology, which can be seen as a combination of two planes [44]. However, it is very important because it is much easier to analyze than a sphere. In 3D computer vision, it is often used instead of a sphere [56]. Thus, we choose a cylinder as a typical 2-dimensional topology.

The torus $T$ is not chosen because it seldom occurs in computer vision.

Classification of 3 or higher dimensional topology has not been completely developed in mathematics [44]. And all 3 or higher dimensional topology cannot be visualized, except the cube $R^3$. Therefore, they are not discussed in MTA. We introduce and prove our MMA method in Section 5, which is a feature extraction method that is applicable to all topologies.

We introduce and prove the MTA method in the rest of this section.

### 4.2. Manifold topological analysis method

We introduce the MTA method for typical topological manifolds:

**Step 1:** Determine whether or not the data samples satisfy the “manifold hypothesis” introduced in Section 2.1.2. If yes, calculate the “local dimension” $d$ of their underlying manifold $\mathbb{S}$ with a local dimension determining method [20,21] if $d$ is previously unknown.

**Step 2:** Conduct LLE on data samples and return more than 4$d$ of the lowest eigenvectors $\{Y_i\}$ along with their corresponding eigenvalues $\{\lambda_i\}$ (including the zero eigenvalue and the eigenvector $0$).

**Step 3:** Observe the behavior of eigenvectors according to coordinates known a priori $(Y_1: \mathbb{S} \rightarrow \mathbb{R})$ or implicitly $(Y_1(\mathbb{S}), Y_2(\mathbb{S}))$ (3.11) for a 1-dimensional manifold $(d=1)$ and $(Y_1(\mathbb{S}), Y_2(\mathbb{S}), Y_3(\mathbb{S}))$ (3.12) for a 2-dimensional manifold $(d=2)$. Calculate their degree of periodicity.

**Step 4:** Classify eigenvectors into groups by their degree of periodicity and find the basic (least periodic) eigenvectors. The number of basic eigenvectors is equal to the dimension of the topological embedding $T$, and their implicit expression reconstructs the topological structure of the manifold.

**Step 5:** Rescale basic eigenvectors $Y_i(\mathbb{S})$ to $c_i Y_i(\mathbb{S})$, where $c_i$ is determined by its corresponding eigenvalues $c_i/c_j = \sqrt{\lambda_i/\lambda_j}$. The implicit expression of rescaled basic eigenvectors reconstructs the topological structure of the manifold, while allowing the global geometry to be recovered.

Step 1 was discussed in Section 2.1.2. Step 2 was previously discussed in Section 3.4 and why 4$d$ eigenvectors are chosen will be discussed in Section 4.5. Step 3 will be introduced and proved by enumeration in Section 4.3. The proof of Step 4 was discussed in Section 3.5 and will be expanded in Section 4.4. Step 5 will be introduced and proved in Section 4.5.

### 4.3. MTA on typical topological manifolds

In this section, we observe the behavior of eigenvectors of all typical topological manifolds, and categorize them mathematically. In MTA, only 4$d$ eigenvectors are needed, and this will be explained in Section 4.5. In order to bring more information to the readers, we will give more than 4$d$ eigenvectors in examples.

#### 4.3.1. Line $\mathbb{R}$

We start from an ideal situation in which the data are uniformly sampled from a straight line segment. This is illustrated in Fig. 6(a). Fig. 6(b) and (c) shows the first 6 eigenvectors when 80 points are sampled uniformly; the neighborhood number is chosen as $K=2$. Fig. 6(b) is the explicit expression $Y_i: [j] \rightarrow \mathbb{R}$, where $j$ is the sample index. Fig. 6(c) is the implicit expression: $(Y_i([x]), Y_j([x])) (3.11)$. Significantly, Fig. 6(b) shows a set of sinusoidal functions in ascending order. It can be proved that they are standard sinusoidal functions:

$$\{ \pm \sin \left( \frac{n X}{2 T} \right) \}$$

where $l$ is the length of the line segment $[a, b]$, $x \in [a, b]$ and $n=0,1,2, \ldots$ For $K=2$, the reconstruction matrix is given as

$$W = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 & 0 \\ 0.5 & 0.5 & 0 & \cdots & 0 & 0 \\ 0 & 0.5 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 0.5 \\ 0 & 0 & 0 & \cdots & 1 \end{bmatrix}_{N \times N}$$

We will prove (4.1) in Section 4.3.2. It can also be proved that the implicit expressions shown in Fig. 6(c) are Chebyshev polynomials:

$$T_n(t) = \cos(n \arccos t), t \in [-1,1], n=0,1,2, \ldots$$

We highlight the standard sinusoidal function bases and Chebyshev polynomial bases because there are two important spectral analysis methods with these two bases: Fourier series decomposition and Chebyshev decomposition. As a result, we were inspired to develop the manifold multi-resolution analysis method in Section 5.

Fig. 6(d)-(i) shows many visual examples whose underlying manifold is a line $\mathbb{R}$. We found their eigenvectors are still a set of non-standard sinusoidal functions with an ascending degree of sinusousness. Their degree of sinusousness can be measured as the number of local extremas or the number of points that cross the line $Y_i(\mathbb{R}) = 0$. As in formula (4.1), we denote these typical eigenvectors of line $\mathbb{R}$ as

$$Y_i^0, Y_i^1, Y_i^2, Y_i^3, \ldots$$

#### 4.3.2. Circle $S^1$

We start from an ideal situation in which the data are uniformly sampled from a unit circle, Fig. 7(a). We use a visual example, which is shown in Fig. 7(b). For $K=2$ its locally linear representation weights matrix is

$$W = \begin{bmatrix} 0 & 0.5 & 0 & \cdots & 0 & 0 \\ 0.5 & 0 & 0.5 & \cdots & 0 & 0 \\ 0 & 0.5 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 0.5 \\ 0.5 & 0 & 0 & \cdots & 0 & 0 \end{bmatrix}_{N \times N}$$
Fig. 7(c) is the explicit expression $Y_i : f_j g - R$, where $j$ is the sample index. Fig. 7(d) is the implicit expression $Y_1({x_i}) - Y_j({x_i})$.

Comparing with line $R$ situation, Fig. 7(c) also shows a set of sinusoidal functions in ascending order. The difference is that the eigenvectors of circle $S_1$, $Y_i : \{x_i\} g - R$, are periodic functions, because the route on circle $S_1$ is periodic. Eigenvectors are expected to be standard sine and cosine functions because of the ideal symmetry of $W$:

\[ Y_{0}^{S_{1}} = \pm \sin(n\theta + \phi_{n-}) \]
\[ \theta \in [0, 2\pi), |\phi_{n-} - \phi_{n+}| = \frac{\pi}{2} \]  

Formula (4.6) is also proved as a method to generate complete function bases in general function analysis [48]. Each sinuous level (or frequency) has 2 orthogonal random phase sine functions. We denote the one with the smaller eigenvalue as $Y_{n-}^{S_{1}}$ and the other as $Y_{n+}^{S_{1}}$. These sinuous functions are the base functions of Fourier series decomposition for periodic functions.
We prove \( \{Y_{\theta}^i\} \) in (4.1) are standard sine functions: Observe the weight matrixes (4.2) and (4.5). The only difference is the weights on the end points, \( x_{N1}^i \) and \( x_{N2}^i \) on line \( R \). Circle \( S^1 \) has no end points. If the circle is observed from the side, it collapses to a line. There is a perspective point at which \( x_{N1}^i \) is sheltered from \( x_{1}^i \), and \( x_{1}^i \) and \( x_{N2+1}^i \) become end points (\( N \) is an even number and \( i = 0, 1, \ldots, N/2 - 1 \)). Because \( x_{N1}^i \) are sheltered, add the weights of \( x_{N1}^i \) to \( x_{1}^i \), and remove \( x_{N1}^i \); the new weight matrix is the same as (4.2). In the same way, deleting the sheltered part of \( Y_{\theta}^i \), we get the yield \( Y_{\theta}^i \). Thus the theorem is proved.

In practice, the frequency feature of eigenvectors is very robust. Fig. 7(e)–(g) shows an example. Generally, eigenvectors of circle \( S^1 \) are denoted as

\[
Y_{\theta}^0, Y_{\theta}^1, Y_{\theta}^2, \quad n = 1, 2, \ldots
\]
Fig. 8. (a)–(f) LLE eigenvectors of plane $P$. (a) and (b) The rectangle and its lowest 10 eigenvectors in the explicit expression, respectively; (c) and (d) noise-sampled “Swiss-roll” and its eigenvectors, respectively; (e) and (f) noise-sampled “S-shape” and its eigenvectors, respectively; (g) and (h) LLE eigenvectors of cylinder $cyl$: a noise-sampled cylinder and its lowest 10 eigenvectors in the explicit expression, respectively.
4.3.4 Cylinder 

Cylinders are popular; Fig. 8(c)–(f) shows their eigen-decomposition.

4.3.3 Plane P

The plane is easy to analyze because it can be generated as a Cartesian product of two lines:

\[ \mathbb{P} = \mathbb{R}^2 = (\mathbb{R}, \mathbb{R}) \] (4.8)

Similarly, eigenvectors of plane \( \mathbb{P} \) are Cartesian products of line eigenvectors \( \mathbb{Y}^p \). Fig. 8(a) and (b) shows the eigen-decomposition of a rectangle. A rectangle has a “height orientation” and “width orientation”. We do not use a square because its orientation is arbitrary. The first 10 eigenvectors can be denoted as

\[ Y_{ij}^p = (Y_i^p, Y_j^p) \] (4.9)

and

\[(i,j) = (0,0),(0,1),(1,0),(1,1),(1,2),(1,3),(2,0),(2,1), (2,2) \] (4.10)

where \( i \) refers to the “height orientation” and \( j \) refers to the “width orientation”.

Such eigenvector behavior is robust against nonlinearity and noise. The “Swiss roll” and “S-shape plane” sampled with noise are popular; Fig. 8(c)–(f) shows their eigen-decomposition.

4.3.4 Cylinder cyl

Similar as plane, cylinder can be generated by Cartesian product of a line and a circle:

\[ \text{cyl} = (\mathbb{R}, S^1) \] (4.11)

Moreover, its eigenvectors \( \mathbb{Y}^{cyl} \) can be expressed as a Cartesian product of line-eigenvectors \( \mathbb{Y}_i^1 \) and circle-eigenvectors \( \mathbb{Y}_j^{S^1} \):

\[ Y_{ij}^{cyl} = (Y_i^1, Y_j^{S^1}) \] (4.12)

Fig. 8(g) and (h) shows the eigen-decomposition of a cylinder sampled with noise. The lowest 10 eigenvectors can be expressed as (4.12), where

\[(i,j) = (0,0),(0,1),(0,1),(1,0),(1,1),(1,1),(1,2),(1,2), (2,0),(2,2) \] (4.13)

4.4 Determining the “topological embedding dimension” of typical topological manifolds

In Section 3.5, we have discussed that manifold with \( \text{MESED}=\mathcal{T} \) can be embedded in \( \mathbb{R}^\mathcal{T} \). \( \mathbb{R}^\mathcal{T} \) can have at most \( \mathcal{T} \) orthogonal eigenvectors. The rest of the eigenvectors will repeat the topology and find orthogonal freedom by varying its frequency. For a typical topological manifold, we see its eigenvectors can be grouped by their topology. Eigenvectors in the same topology group varies in frequency to satisfy the orthogonal constraint (2.16). In each group, there is an eigenvector with the least frequency. It is labeled with the smallest non-zero sub-indices, and is named the “basic eigenvectors”. We sort them as in Table 1.

When the topological embedding dimension is unknown, we analyze the behavior of the eigenvectors. The number of basic eigenvectors is equal to the dimension of the topological embedding (MESED). In addition, basic eigenvectors reconstruct the global structure of an underlying manifold, which is the 4th step of MTA.

4.5 Improved geometric reconstruction using eigenvalues

We improve the geometric reconstruction ability of LLE using its eigenvalues. From (2.14), the relationship between an eigenvalue and the scaling of its corresponding eigenvector is

\[ \Phi(c Y_k) = c^2 \Phi(Y_k), c \in \mathbb{R} \] (4.14)

Eigenvectors are regulated according to (2.17) and are not recovered after topological reconstruction. From (4.14), their scale information \( c_i \) can be recovered by

\[ c_i^2 = \frac{\lambda_i}{\lambda_2} \] (4.15)

This is the 5th step of MTA.

We use an ellipse as an example. Its long axis is denoted as \( a \) and the short axis is denoted as \( b \). Topologically, an ellipse is a circle \( S^1 \), and implicit expression \( (Y_{ij}^1, Y_{ij}^{S^1}) \) reconstructs an ellipse as a round circle. The global geometric information is lost. So does other locally manifold learning methods [6,7,9,10]. From (4.15), we set \( c_2 = 1 \) and \( c_1 = \sqrt{\lambda_2 / \lambda_1} \), and \( (c_1 Y_{ij}^1, c_2 Y_{ij}^{S^1}) \) successfully reconstructs an ellipse. When data are well sampled, this reconstruction is precise. Fig. 9 shows the relationship \( \sqrt{\lambda_2 / \lambda_1} \) when \( a/b \) varies from 1.0 to 3.0; 2400 samples are sampled uniformly from the ellipse.

Another weakness of the original LLE is that the smallest eigenvalues do not always correspond to basic eigenvectors

| Table 1: Eigenvectors of typical topological manifolds. |
|-------------|-------------|-------------|-------------|
| Topology    | Manifold dimension | Topological embedding dimension | Eigenvectors | Basic eigenvectors |
| Line \( \mathbb{R} \) | 1 | 1 | \( Y_i^1 \) | \( Y_1^1 \) |
| Circle \( S^1 \) | 1 | 2 | \( Y_i^1 \) | \( Y_1^1 \) |
| Plane \( \mathbb{P} \) | 2 | 2 | \( Y_i^1 \) | \( Y_1^1 \) |
| Cylinder cyl | 2 | 3 | \( Y_i^1 \) | \( Y_1^1 \) |

Fig. 9. Relationship between the global scale of the original data samples and the LLE eigenvalues. The \( x \)-axis is the ratio of the long-axis and short-axis of an ellipse; the \( y \)-axis is the square root of the ratio of the first 2 eigenvalues.
Because of scaling, thus, reconstruction with the lowest eigenvectors is not robust. Goldberg et al. [25] discuss over-rescaling the original data. They also propose a criterion to describe how much scaling causes reconstruction failure. They show an example using rectangle \( P \), which we cite in Fig. 10. We cite their example to explain this weakness and to demonstrate that our method is robust against scaling.

As shown in Fig. 8(b), the first 5 eigenvalues of rectangle \( P \) when its width-height ratio is not too great are

\[
0 = \lambda_{0,0} < \lambda_{1,0} < \lambda_{1,1} < \lambda_{0,2}
\]

(4.16)

where \( \lambda_{ij} \) is the eigenvalue of eigenvector \( Y_{ij}^{\text{width}} = (Y^{\text{height}}, Y^{\text{width}}) \). If the scale in the “width orientation” maintained as the scale in the “height-orientation” decreases, \( \lambda_{1,0} \) and \( \lambda_{1,1} \) increase, \( \lambda_{0,0} \), \( \lambda_{0,1} \), and \( \lambda_{0,2} \) remain the same because they do not have a “height-orientation” component. The scale in the “height-orientation” is decreased until \( \lambda_{0,2} < \lambda_{1,0} \) and \( \lambda_{0,2} < \lambda_{1,1} \). This can always be fulfilled according to (4.14). Then, the smallest 2 non-zero eigenvalues are \( \lambda_{0,1} \) and \( \lambda_{0,2} \). Using the original LLE, the reconstruction fails because a plane \( P \) is reconstructed as a line \( R \):

\[
Y_{0,1}^P \rightarrow Y_{0,2}^P \Rightarrow (Y_{0}^{\text{height}}, Y_{1}^{\text{width}}) \rightarrow (Y_{0}^{\text{height}}, Y_{2}^{\text{width}}) \Rightarrow Y_{1}^P \rightarrow Y_{2}^P
\]

(4.17)

It is evident that our method is robust against scaling and can recover the original scale information.

We now discuss why 4d eigenvectors are chosen in Step 2 of MTA. According to the strong Whitney embedding theorem, for a \( d \)-dimensional manifold, we need to observe at least 2d eigenvectors. And in this section, order of eigenvectors will change because of over scaling. We need to observe more in case not to omit the base eigenvectors. Generally, eigenvector with frequency \( f \) has eigenvalue more than 10 times greater than that with frequency \( f-1 \) [2]. For a rectangle \( P \), if \( \lambda_{0,1} < \lambda_{0,0} \) roughly the width-height rate is greater than 10. For such rectangle sampled discretely with noise, it is ambiguous to define whether it is a narrow rectangle \( P \) or a bold line \( R \). Similarly, in practice, it is ambiguous to define an ellipse with too big long-axis to short-axis rate. So generally, we observe 4d eigenvectors in Step 2 of MTA as default.

5. Manifold multi-resolution analysis (MMA) method

In Section 4, we describe the MTA method, which is a reliable way to determine the typical global structure for tracking and perception understanding. In the field of pattern recognition, LLE is used for dimension reduction and as a feature extraction tool. In this field, the underlying structure need not be given. However, non-basic eigenvectors are still required to have exact meanings.

In this section, we introduce and prove the manifold multi-resolution analysis (MMA) method, which extracts nonlinearity from a manifold with multi-resolution. This method does not reconstruct the global structure of manifold; thus, it is universally applicable to all those manifolds that satisfy the “manifold hypothesis”. In Section 5.1, we discuss the origins of MMA. Based on this preparation, we introduce the method in Section 5.2. Further, in Section 5.3, we prove the multi-resolutional nonlinearity capture property of LLE eigenvectors. Two examples are given in Section 5.4.

5.1. Ideas of manifold multi-resolution analysis

Many studies have used LLE eigenvectors as features in pattern recognition [1,2,10–16,18,26,35,52], which is analogous to how PCA, Isomap [4] or other global eigen-methods have been used. As discussed in Section 3.5, LLE is a local method, and using it in the same way as global methods is not acceptable. For example, one inaccurate statement is that non-basic eigenvectors of LLE capture only noise because non-basic eigenvector of global methods capture only noise. In reality, basic LLE eigenvectors define the topology without periodic repeating, but higher eigenvectors do not. This is why LLE performs better than PCA if only a few eigenvectors are used and performs worse if more eigenvectors are used.

In Sections 4.3.1 and 4.3.2, we have mentioned function multi-resolution analysis methods such as Fourier series decomposition and Chebyshev decomposition. In addition to eigen-decomposition of typical manifolds in Section 4.3, we also discuss the multi-resolution property of LLE-eigenvectors. If we can find the meaning of each eigenvector, we can use LLE as a manifold multi-resolution analysis tool. This method is given in Section 5.2, and the proof is given in Section 5.3.

5.2. Manifold multi-resolution analysis (MMA) method

We claim that LLE eigenvectors are multi-resolutional; LLE eigenvectors capture manifold nonlinearity by their curves in different resolutions.

The MMA method includes the following steps:

Step 1: Determine whether or not the data samples satisfy the “manifold hypothesis” introduced in Section 2.1.2. If yes, calculate the “local dimension” \( d \) of their underlying manifold \( S \) with a local dimension determining method [20,21] if \( d \) is not known a priori.

Step 2: Conduct LLE on data samples and return the 2nd least eigenvectors \( [Y] \), where \( n \) is the desired analysis resolution.

Step 3: Find the local extrema of each eigenvector \( Y \), according to the following method:

For a particular point \( x_i \), find its neighborhood \( [x_0] \) in the neighborhood relation matrix \( E \) (2.4). If \( Y_i(x_i) > Y_j(x_j) \) (or \( Y_i(x_i) < Y_j(x_j) \)) for all \( x_j \in [x_0] \), then \( x_j \) is a local maximum (or minimum). The number of local extremas in eigenvector \( Y \) represents its resolution.

Step 4: Find local curvature patches according to the following method:

Start from a particular local extrema \( x_i \). Add its neighbor \( x_j \) to its set of curve parts \( [x_i, c] \) if \( Y_i(x_i) \times Y_j(x_j) > 0 \). For each point in the set \( [x_i, c] \), repeat the search until no new point is added.

Each set \( [x, c] \) is a local curve patch that captures nonlinearity from the manifold in the corresponding resolution. The most nonlinear location is identified by its local maximum.
5.3. Proof of the multi-resolutional nonlinearity capture property of LLE eigenvectors

Step 1: The multi-resolution property of LLE-eigenvectors. In this step, we show that, for any given n-dimensional manifold $S^n$, its eigenvectors are multi-resolutional, and each of its eigenvectors can be divided into small curves by equation $Y_j = 0$.

As discussed in Section 3.5, a d-dimensional manifold has a topological embedding space $T^d$ that only supports $T$ orthogonal eigenvectors. These $T$ eigenvectors are called basic eigenvectors in Section 4.4. Basic eigenvectors can be orthogonal to each other because of freedom in topology. Moreover, as discussed in Section 3.3, eigenvectors should preserve the continuity and topology of the original manifold. Non-basic eigenvectors are not topologically orthogonal to basic eigenvectors because there is no topological freedom.

Freedoms are found in continuous functional space by varying the resolution, which is common in general function analysis [48]. For example $Y^n_j : S^n \to R$ can generate an eigenvector by increasing the resolution.

$S^n$ can be divided into two sub-patches $S^n_1$ and $S^n_2$ with mappings $h_1(S^n_1) = S^n_1$ and $h_2(S^n_2) = S^n_2$. Then, we find coefficients $c_1$ and $c_2$ to generate the eigenvector $Y^n_{ij}(t)$:

$$Y^n_{ij}(t) = \begin{cases} c_1 Y^n_j(h_1(t)) & t \in S^n_1 \\ c_2 Y^n_j(h_2(t)) & t \in S^n_2 \end{cases}$$

which satisfies

$$\int_{t \in S^n} Y^n_{ij}(t)Y^n_{i}'(t)dt = \int_{t \in S^n_1} Y^n_{ij}(t)Y^n_{i}'(t)dt + \int_{t \in S^n_2} Y^n_{ij}(t)Y^n_{i}'(t)dt$$

$$= \frac{1}{b_1} \int_{t \in S^n_1} c_1 Y^n_j(t)Y^n_{i}'(t)dt + \frac{1}{b_2} \int_{t \in S^n_2} c_2 Y^n_j(t)Y^n_{i}'(t)dt$$

$$= \frac{c_1}{b_1} + \frac{c_2}{b_2} = 0$$

where $b_1$ and $b_2$ are the coefficients that are modified as a result of changing the integration domain. The resolution of $Y^n_{ij}(t)$ is doubled according to (5.1).

We note that $Y^n_0 = \pm 1$, which is orthogonal to $Y^n_0$ indicates that $Y^n_{ij}(t)$ are centralised:

$$\int_{t \in S^n} Y^n_{ij}(t)Y^n_{i}'(t)dt = \pm \int_{t \in S^n} Y^n_j(t)Y^n_{i}'(t)dt = E\{Y^n_j(t)\} = 0$$

Thus, $S^n$ can be divided into two sections by $Y^n_j = 0$: $\{t \in S^n : Y^n_j(t) > 0\}$ and $\{t \in S^n : Y^n_j(t) < 0\}$. We note that $Y^n_j$ is a continuous mapping, which is discussed in Section 3.3; thus, $S^n$ is divided into several continuous patches. According to (5.1), a higher resolution function has more smaller patches.

According to the strong Whitney embedding theory, each resolution level can stand only 2d eigenvectors. Therefore, at least 2nd eigenvectors are needed for the desired resolution $n$.

Step 2: Local curve sections can capture local nonlinearities in the original manifold.

$Y^n_j$ is a continuous mapping on bounded domain, thus, each local patch has a local extrema. For a particular vector $x_i$, its $K$ neighbors are temporally denoted as $x_1, x_2, \ldots, x_K$. We may assume $x_1, x_2, \ldots, x_K$ is sorted by

$$Y^n_k(x_1) \leq Y^n_k(x_2) \leq \cdots \leq Y^n_k(x_K)$$

If $x_i$ is not a local extrema:

$$Y^n_k(x_1) \leq \cdots \leq Y^n_k(x_j) \leq Y^n_k(x_i) \leq Y^n_k(x_{j+1}) \leq \cdots Y^n_k(x_K)$$

$$j = 1, 2, 3, \ldots, K-1$$

We say $x_i$ lies inside its neighbors.

If $x_i$ is a local extremum, for example, if $x_i$ is a local maximum:

$$Y^n_k(x_1) \leq Y^n_k(x_2) \leq \cdots \leq Y^n_k(x_{i-1}) \leq Y^n_k(x_i) \leq Y^n_k(x_{i+1})$$

We say $x_i$ lies outside its neighbors.

In Section 3.2, we represent the tradeoff between “least square fit” (2.7) and “centralization” (3.5). Regarding to eigenvector $Y^n_j$, if $x_i$ is located in a generally nonlinear location in the original manifold, then $x_i$ is considered at the center of its neighbors. Furthermore, $y_j$ should be at the center of $\{y_{ij} = Y^n_j(x_{ij})\}$ to reduce the reconstruction error $||y - \sum_{j=1}^K w_{ij}Y^n_j(x_{ij})||^2_2$ (2.13). In the same way, if $x_i$ is from a location that is the most nonlinear, $x_i$ is considered to be far away from the center of its neighborhoods. In addition, $y_j$ should be at a local extremum, that is far away from its neighbors $\{y_{ij}\}$. Similarly, curve patches can capture nonlinearity from the local patch of the original manifold.

Step 3: Curve sections of eigenvectors with different scales capture nonlinearity at different scales.

The last step of the proof discusses the global property of the capture. Previously, we focused on the reconstruction errors raised by nonlinearity of the manifold. This kind of error is from the locally orthogonal space of the manifold $R^d \otimes d^d$. The notation in local spaces was described in Section 3.1.

Typically, reconstruction error results from the locally tangential space $R^d$ is small. Unlike the orthogonal space, points in the tangential space can always be reconstructed without error, which is discussed in Sections 3.1 and 3.2. Thus, global rescaling does not increase reconstruction error according to (4.14). However, if we rescale each local part of the manifold with a different scale (nonlinearly), the reconstruction point $x_i = \sum_{j=1}^K w_{ij}x_{ij}$ deviates from the point $x_i$ and increases reconstruction error.

In Step 2, we proved that curved parts of the eigenvectors are likely to capture nonlinearities of the original manifold to smaller patches. However, if there are nonlinearities in the manifold, curved patches move to those places to capture them. Such movement causes a non-uniform redistribution of samples, which increases the reconstruction error.

Compared with error from nonlinearities, error from redistribution is very small because it is determined by distribution differentiation. However, the ultimate goal is to minimize the overall reconstruction error, thus, nonlinearity capture and redistribution are tradeoffs. Curve patches do not move very extremely to capture nonlinearity. Otherwise, the reconstruction error reduced by capture does not compensate for the error raised by tangential redistribution.

In other words, a certain curve section is most likely to capture nonlinearity in the same scale to optimize the total reconstruction error. Thus, LLE is a useful tool to capture nonlinearities at different resolutions.

We have proved the MMA method. □

5.4. Examples

We give two examples.

1. The first one shows “move and capture”: a line with 3 nonlinear places, as shown in Fig. 6(h). As proved in Section 4.4,
Fig. 11. An example to demonstrate the monotonic relationship between the resolution of eigenvectors and the scale of manifold nonlinearity: (a) a series of images that consist of 161 frames describing "the movement of two rectangles". The height of the rectangles is 40 pixels. (b) The topological structure of data samples. Those images with an occlusion of the two rectangles are denoted with solid points; (c) the lowest 8 LLE eigenvectors. The most obvious eigenvectors with "occlusion" are highlighted. (d)-(f) The same experiment as above, but the height of the rectangles is 30 pixels. (g)-(i) The same experiment as above, but the height of the rectangles is 20 pixels.
the eigenvector $Y_{1}^{R}$ captures only global topology. Moreover, as proved in Section 5.3, $Y_{2}^{R}$ captures one nonlinearity, while $Y_{3}^{R}$ captures two and $Y_{4}^{R}$ captures all the three. The standard eigenvectors are compared with these eigenvectors in Fig. 6(b). Local extrema have moved from their original locations to locations with nonlinearity, which shows the "move and capture".

(2) The second example shows "capture in the corresponding resolution". Fig. 11(a) is a series of images that shows two rectangles that "move together", "occlude each other" and "separate". Specifically, the size of the canvas is 200 × 200 pixels, and the size of the rectangles is 180 × 40 pixels. The motion is composed of 161 images. In the 61st through 101st images, the two rectangles occlude each other. The underlying topology is shown in Fig. 11(b), where images that show "occlusion" are denoted as solid points. The "occlusion" is a nonlinearity on the manifold. The first 8 LLE eigenvectors are shown in Fig. 11(c). We see some of them capture the nonlinearity with a local extrema. We have highlighted the one with most significant local extrema.

We performed the same experiment but rescaled the rectangles to 180 × 30 pixels and 180 × 20 pixels, as shown in Fig. 11(d)–(i), where the nonlinearity raised by "occlusion" has a smaller scale. Such differences in scale are shown in their underlying topology. We have also highlighted the eigenvector with the most significant local extrema for "occlusion".

We observe the relationship between the scale of nonlinearity and the resolution of the highlighted eigenvectors in Table 2, which shows eigenvectors with different resolutions that capture nonlinearity in the corresponding resolution.

### Table 2

<table>
<thead>
<tr>
<th>Scale of nonlinearity (number of images with &quot;occlusion&quot;)</th>
<th>40</th>
<th>30</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution of eigenvector (number of periodic)</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Product</td>
<td>120</td>
<td>120</td>
<td>120</td>
</tr>
</tbody>
</table>

6. Applications in 3D object recognition

We give two applications in 3D object recognition using the methods introduced in Sections 4 and 5.

6.1. 3D object recognition

This application demonstrates the use of non-basic LLE eigenvectors.

One efficient method of 3D object recognition is to present the original 3D object as a set of its 2D projections [50], as shown in Fig. 12. The difficulty of this method is choosing the 2D projections that lie on the viewpoint sphere $S^2$, which is a 2-dimensional manifold. Usually, such projections are chosen to have equal intervals. Here, we choose representative projections by finding its local extrema using MMA. Referring to Fig. 6(h) and (i), local extrema can represent the original manifold perfectly by linear interpolation.

We introduce our experiment in detail: Fig. 13(a) shows the 3D airplane models we used in the recognition experiment, which are chosen from PSB [49]. Fig. 13(b) illustrates the method of obtaining 2D projections, where the blue part is used as training set and the red part is used as testing set. We note that the training set and testing set are different because of focus projection. The ratio of the model scale to the focus length is about 2:5, which causes significant shape deformation.

For each particular model, its training set lies on a 1-dimensional manifold. We choose its representation projections by finding the local extrema of LLE-eigenvectors. This is similar to choosing local extrema in Fig. 6(g). The Fourier descriptor [54] was extracted from projections. The classification library is

---

Fig. 12. (a) Viewpoint space of 3D objects, which is a 2-dimensional manifold $S^2$. (b) Projection images used to describe the original 3D objects.
established by storing representative images of each model. Another library with representative images chosen with equal intervals was used for comparison.

In the recognition test, the test image is compared with all representative images in the classification library and classified to the class of its nearest neighbor. Tables 3 and 4 show 2 tests: (1) recognition of 5 models using different non-basic eigenvectors; and (2) recognition of different numbers of models.

Manifold multi-resolution analysis (MMA) performs better in all tests because MMA captures nonlinearities of underlying manifold, which are important representatives.

### 6.2. 3D object viewpoint space partitioning

The aspect graph was a popular way to find a 2D representation of a 3D object [50]. However, several problems hinder its application: (1) disastrous computational complexity: $O(n^6)-O(n^9)$, where $n$ is the number of edges of the 3D mesh model, which is about 10,000 for the airplane model from PSB [49]; (2) the partitioning is over-detailed, with about 10,000–100,000 partitions for the airplane model from PSB; and (3) it cannot give a hierarchical representation.

3D object viewpoint space partitioning by MMA overcomes all these shortages: (1) the computational complexity of LLE is only $O(n^2)-O(n^3)$, where $n$ is the number of data samples, which is about 2000 for 3D models; (2) partition resolution can be controlled by the number of eigenvectors used; and (3) partitions are hierarchical.

Fig. 14 shows a comparison by partitioning the viewpoint space airplane model.

### 7. Discussion

#### 7.1. Learn underlying manifold of human walking

Learning the underlying structure of “human walking” is a successful application of LLE in tracking and perception understanding, as shown in Fig. 15 [28,33]. Their results illustrate that LLE successfully separates the two half cycles of human walking cycle, which cannot be separated by traditional linear methods. However, their analysis is not strictly correct.

An “8” shape is not strictly a “manifold” because it does not satisfy the definition of a 1-dimensional manifold in Section 2.1.1. Specifically, the “cross” on “8” is not homeomorphic to $\mathbb{R}$.

According to the typical eigenvectors of circle $S^1$ in Section 4.3.2, an implicit expression of eigenvectors, $(Y_1, Y_2, Y_3)$, is always an “8” shape, even though the original manifold is a circle (Fig. 4(d)).

The correct explanation is that $Y_{1,4}$ and $Y_{2,3}$ find the underlying structure of human walking as a circle and discriminate the two half

---

**Table 3**

<table>
<thead>
<tr>
<th>Eigenvector used to choose representative images</th>
<th>Number of images chosen for the library of each model</th>
<th>Images tested</th>
<th>Recognition rate: representative images chosen by</th>
<th>MMA</th>
<th>Equal interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_{R2}^1$</td>
<td>3</td>
<td>1800</td>
<td>0.591</td>
<td>0.461</td>
<td></td>
</tr>
<tr>
<td>$Y_{R3}^2$</td>
<td>4</td>
<td>1800</td>
<td>0.614</td>
<td>0.585</td>
<td></td>
</tr>
<tr>
<td>$Y_{R4}^3$</td>
<td>5</td>
<td>1800</td>
<td>0.674</td>
<td>0.669</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4**

<table>
<thead>
<tr>
<th>Number of models</th>
<th>Images tested</th>
<th>Recognition rate: representative images chosen by</th>
<th>MMA</th>
<th>Equal interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1800</td>
<td>0.591</td>
<td>0.461</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3600</td>
<td>0.458</td>
<td>0.374</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>5400</td>
<td>0.384</td>
<td>0.341</td>
<td></td>
</tr>
</tbody>
</table>
cycles. \( Y_{S12}^{+} \) and \( Y_{S12}/C0 \) find the underlying structure of human walking as a circle, but do not discriminate half cycles. As analyzed in Section 4.5, eigenvalues \( \lambda_{1+} \) and \( \lambda_{1-} \) are greater than \( \lambda_{2+} \) and \( \lambda_{2-} \) because the difference between 2 half cycles is very slight. Because the original LLE uses the lowest eigenvectors, the 3 lowest eigenvectors in this situation are \( Y_{S12}^{+}, Y_{S12}/C0 \), and \( Y_{S11}^{+} \), which implies an “8”.

MTA would be a better analysis method to determine inter-half-cycle behavior according to \( Y_{S12}^{+}, Y_{S11}/C0, \lambda_{1+}, \) and \( \lambda_{1-} \), and intra-half-cycle behavior with \( Y_{S12}^{+}, Y_{S22}^{+}, \lambda_{2+}, \) and \( \lambda_{2-} \). For example, as shown in Fig. 15(e), \( Y_{S11}^{+} \) (LLE (3)) captures the nonlinearity at the “cross” by its local extrema.

7.2. Universality of MTA and MMA on all local methods

MTA can be extended to all the following local methods: LEM [6], HLLE [7], DFM [9] and LSTA [10]. They differ from LLE in the way that they capture local information. In the proof of MTA in Sections 3.4, 3.5, 4.3, 4.4 and 4.5, we do not use the specified...
formulas (2.5) or (2.13); thus, any of them can be chosen to replace LLE in the second step of MTA.

In the proof of MMA, we have used the tradeoff between two optimal conditions (2.5) and (3.6) to prove the existence of “nonlinearity capture”. One can use other local methods to replace LLE in Step 2 of MMA if the “nonlinearity capture” ability is proved. The proof is one of our future works.

Acknowledgments

This work is supported by the National Natural Science Foundation of China (No. 60502013) and the National High Technology Research and Development Program of China (863 Program, No. 2006AA01Z115).

References

Huimin Ma
His research is mainly focusing on 3D object analysis and recognition. He is now a master student in the Computer Vision Lab, The University of Tokyo.

Changshui Zhang, Jun Wang, Nanyuan Zhao, David Zhang, Reconstruction C.Mario Christoudias, Trevor Darrell, On Modelling Nonlinear Shape-and-Vlad I. Morariu, Modeling Correspondences for Multi-Camera Tracking Using

Junping Zhang, Stan Z. Li, Jue Wang. Manifold learning and applications in Therdsak Tangkuampien, Tat-Jun Chin. Locally linear embedding for marker-


Changshui Zhang, Jun Wang, Nanyuan Zhao, David Zhang, Reconstruction and analysis of multi-pose face images based on nonlinear dimensionality reduction, Pattern Recognition (2004).


Shaodi You received his bachelor’s degree in Electronic Engineering from Tsinghua University, PR. China in 2009. He also finished a special set of courses in advanced mathematics and physics. He joined the 3D Image Simulation Lab of the Image & Graphics School of the department since 2008 for the Student Research Training project. His research is mainly focusing on 3D object analysis and recognition. He is now a master student in the Computer Vision Lab, The University of Tokyo.

Huinmin Ma received her PhD in Mechanical Electronic Engineering from the Beijing Institute of Technology in PR. China in 2001. She is currently an associate professor of the Image & Graphics School of Department of Electronic Engineering, Tsinghua University, PR. China, and her specialty is signal and information processing. Research interests include 3-D object pattern recognition and tracking, modeling and simulation, image processing, etc. Dr. Ma is also the executive director and the vice-secretary-general of China Society of Image and Graphics.