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Abstract—Representing 2D and 3D data sets with implicit polynomials (IPs) has been attractive because of its applicability to various computer vision issues. Therefore, many IP fitting methods have already been proposed. However, the existing fitting methods can be and need to be improved with respect to computational cost for deciding on the appropriate degree of the IP representation and to fitting accuracy while still maintaining the stability of the fit.

We propose a stable method for accurate fitting that automatically determines the moderate degree required. Our method increases the degree of IP until a satisfactory fitting result is obtained. The incrementability of QR decomposition with Gram-Schmidt orthogonalization gives our method computational efficiency. Furthermore, since the decomposition detects the instability element precisely, our method can selectively apply ridge regression-based constraints to that element only. As a result, our method achieves computational stability while maintaining fitting accuracy. Experimental results demonstrate the effectiveness of our method compared with prior methods.

Index Terms—Fitting algebraic curves and surfaces, Implicit polynomial (IP), Implicit shape representation

I. INTRODUCTION

REPRESENTING 2D and 3D data sets with implicit polynomials (IPs) is currently attractive for vision applications such as fast shape registration [3], [12], [29], [25], [26], [1], [28], [21], recognition [10], [25], [24], [19], [18], [33], [36], smoothing and denoising [28], [22], 3D reconstruction [9], image compression [6], and image boundary estimation [27]. In contrast to other function-based representations such as B-spline, Non-Uniform Rational B-Splines (NURBS) [20], Rational Gaussian [5], and radial basis function (RBF) [32], IPs are superior in such areas as fast fitting, few parameters, algebraic/geometric invariants, and robustness against noise and occlusion.

To achieve the representation of 2D/3D shapes using an IP, the optimization of using classical least squares methods that minimize the distance between the data set and the zero level set of polynomial is advocated in recent literature [23], [29], [31], [12], [2], [1], [15], [16], [17], [28], [7], [14], [37], [11]. Another fitting method in [35] has the potential of offering an accurate model by converting Fourier series to IP form. However, the prior methods greatly suffer from two major issues as follows.

1) Degree-fixed fitting procedure

Before handling a fitting procedure, the degree of IP first must be determined according to the complexity of the object, and the degree will be fixed during the procedure. This is no problem when fitting a simple object; for example, it is easy to determine a 2D IP of degree 2 to fit a 2D shape that looks like an ellipsoid.

2) Global fitting instability

However, the determination confuses a user who needs to fit a complex object such as the bunny in Fig. 1(a); determining an over-low degree leads to undesired inaccuracy (Fig. 1(b)), whereas determining an over-high degree leads to the over-fitting problem (Fig. 1(d)). Therefore, the user is forced to waste much time in finding a moderate degree by trying different degrees several times and selecting the best one from the results (Fig. 1(b)–(d)).

In this paper, we will solve these two issues with a novel
method based on QR-decomposition with Gram-Schmidt orthogonalization and a novel RR regularization. The method is capable of: 1) adaptively determining the moderate degree for fitting that depends on the complexity of objects, in an incremental manner without greatly increasing the computational cost; 2) retaining global stability while also avoiding excessive loss of local accuracy. As an example, shown in Fig. 1(f), our method adaptively determines an IP of moderate degree for fitting the bunny object, and the result shows better global and local accuracy than the prior method (Fig. 1(e)).

The first advantage of this method is its computational efficiency because the incrementability of Gram-Schmidt QR decomposition dramatically reduces the burden of the incremental fitting by reusing the calculation results of the previous step. The second advantage is that the method can successfully avoid global instability, and furthermore maintain local accuracy, because constraints derived from the RR regularization are selectively utilized in our incremental scheme. Finally, a set of stopping criteria can successfully stop the incremental scheme at the step where the moderate degree is achieved.

This paper is organized as follows: after reviewing some prior work on solving IP fitting problem in Section II, we present key components of our algorithm in Sections III, IV, and V. Section VI reports experimental results followed by discussion and conclusion in Sections VII and VIII.

II. BACKGROUND

A. Mathematical Formulation

IP is the implicit function defined in a multivariate polynomial form. For example, the 3D IP of degree $n$ is denoted by:

$$f_n(x) = \sum_{0 \leq i,j,k: i+j+k \leq n} a_{ijk} x^i y^j z^k$$

$$= (1 x \ldots z^0)(a_{000} a_{100} \ldots a_{00n})^T,$$  \ (1)

where $x = (x \ y \ z)$ is one data point in the data set. An IP can be represented as an inner product between the monomial vector and the coefficient vector as $m(x)^T a$. The order for monomial indices $(i, j, k)$ is a degree-increasing order named inverse lexicographical order \[30\]. The homogeneous binary polynomial of degree $r$ in $x$, $y$, and $z$, $\sum_{i+j+k=r} a_{ijk} x^i y^j z^k$, is called the $r$-th degree form of the IP.

B. Fitting Methods

The objective of IP fitting is to find a polynomial $f(x)$, of which the zero set $\{x | f_n(x) = 0\}$ can “best” represent the given data set. This fitting problem can be formulated in least squares optimization manner as:

$$M^T M a = M^T b,$$  \ (2)

where $M$ is the matrix of monomials whose $i$-th row is $m(x_i)$ (see Eq. (1)); $a$ is the unknown coefficient vector; and $b$ is a zero vector. Note, Eq. (2) is just transformed from the least squares result, $a = M^T b$, where $M^T = (M^T M)^{-1} M^T$ is the so-called pseudo-inverse matrix.

Note, many efforts such as \[1\], \[28\], \[7\] have been made for solving the linear system of equations (2) by first overcoming the singularity of $M^T M$ and $b = 0$. In this paper, we suppose that Eq. (2) has been modified by improving singularity of $M^T M$ and making $b \neq 0$ by those techniques.

C. Ridge Regression (RR) Regularization for Stable Fitting

Although the linear methods improve the numerical stability to some extent, they still suffer from the difficulty of achieving global stability. Especially while modeling a complex shape with a high-degree IP, many extra zero sets are generated. One important reason for global instability is the collinearity of column vectors of matrix $M$, causing the matrix $M^T M$ to be nearly singular (see \[28\]).

Addressing this issue, Tasdizen et al. \[28\] and Sahin and Unel \[22\] proposed using ridge regression (RR) regularization in the fitting, which improves (that is, decreases) the condition number of $M^T M$ by adding a term $\kappa D$ to the diagonal of $M^T M$, where $\kappa$ is a small positive value called the RR parameter, and $D$ is a diagonal matrix. Accordingly Eq. (2) can be modified as

$$M^T M + \kappa D) a = M^T b.$$  \ (3)

See the detail in \[28\], \[22\].

D. Shortcomings of Prior Methods

As mentioned in Section I, the first shortcoming of the prior methods is that none of them allow changing the degree during the fitting procedure. Because of this, solving the linear system (2) derived from the least squares method requires that the fixed IP degree must be assigned to construct the inverse of the coefficient matrix $M^T M$. The second shortcoming is related to the local inaccuracy resulting from the conventional RR regularization proposed in \[28\], \[22\]. Since the methods cannot rule out the ill condition for the covariant matrix $M^T M$ in time, they have to employ the RR term $\kappa D$ to operate the whole matrix $M^T M$, which leads to losing much local accuracy while global stability is improved. In this paper, we will present a method to solve both these problems.

III. INCREMENTAL FITTING

In this section, we present an incremental scheme using QR decomposition for the fitting methods, which allows the IP degree to increase during the fitting procedure until a moderate fitting result is obtained. The computational cost is also saved because each step can completely reuse the calculation results of the previous step.

In this section, first we describe the method for fitting an IP with the QR decomposition method. Next, we show the incrementability of Gram-Schmidt QR decomposition. After that, we clarify the amount of calculation needed to increase the IP degree.

A. Fitting using QR decomposition

In place of solving the linear system (2) directly, we first carry out QR decomposition on matrix $M$ as:

$$M = QR$$

where $Q$ satisfies: $Q^T Q = I$ (I is an $m \times m$ identity matrix), and $R$ is an invertible upper triangular matrix.

Then, substituting $M = QR$ into Eq. (2), we obtain:

$$R^T Q^T Q R a = R^T Q^T b$$

$$→ R a = R^T Q^T b$$

$$→ a = R^T b.$$  \ (4)

After upper triangular matrix $R$ and vector $\tilde{b}$ are calculated, the upper triangular linear system can be solved quickly in $O(m^2)$. 

Fig. 2. The incremental scheme that iteratively keeps solving an upper triangular linear system.

Fig. 3. In order that the triangular linear system grows from the \(i\)-th to \((i + 1)\)-th step, only the calculation shown in light gray is required; other calculation is omitted by reuse at the \(i\)-th step.

B. Gram-Schmidt QR Decomposition

Our incremental algorithm depends on the QR-decomposition process. We found that the Gram-Schmidt QR Decomposition is very suitable and powerful for saving the computational cost for our algorithm (discussed in the next subsection).

Now, first let us briefly describe the QR decomposition based on the Gram-Schmidt orthogonalization. Assume that matrix \(M\) consisting of columns \(\{c_1, c_2, \ldots, c_m\}\) is known. The Gram-Schmidt algorithm orthogonalizes \(\{c_1, c_2, \ldots, c_m\}\) into the orthonormal vectors \(\{q_1, q_2, \ldots, q_m\}\) that are the columns of matrix \(Q\), and simultaneously calculates the corresponding upper triangular matrix \(R\) consisting of elements \(r_{i,j}\). The algorithm is written in an inductive manner. Initially let \(q_1 = c_1/\|c_1\|\) and \(r_{1,1} = \|c_1\|\). If \(\{q_1, q_2, \ldots, q_i\}\) have been computed at the \(i\)-th step, then the \((i+1)\)-th step for orthonormalizing vector \(c_{i+1}\) is

\[
\begin{align*}
q_{i+1} &= c_{i+1} - \sum_{j=1}^{i} r_{j,i} q_j, \\
r_{i+1,j+1} &= \| q_{i+1} \|, \\
q_{i+1} &= q_{i+1} / \| q_{i+1} \|.
\end{align*}
\]

(5)

With the Gram-Schmidt algorithm, matrix \(M\) is successfully QR-decomposed as \(M = QR\), and thus the problem of solving Eq. (2) can be transformed to solve a linear system with an upper triangular coefficient matrix.

C. Incremental Scheme

The idea of our incremental scheme is to continuously solve upper triangular linear systems (4) in different dimensions where the QR Decomposition with Gram-Schmidt orthogonalization (5) is utilized. This process is illustrated in Fig. 2, where the dimension of the upper triangular linear system increases, and thus the coefficient vectors of different degrees can be solved.

We designed this incremental scheme not only because, at each step, solving an upper triangular linear system is much faster than solving a square one, but also because the calculation for dimension increment between two successive steps is computationally efficient. Fig. 3 illustrates this efficiency by clarifying necessary calculation from the \(i\)-th step to the \((i + 1)\)-th step in our incremental process. For this calculation, in fact, it is only necessary to calculate the parts that are illustrated with gray blocks in Fig. 3.

For constructing the \((i + 1)\)-th upper triangular linear system from the \(i\)-th one, we are concerned with two types of calculation:

1) How to calculate the upper triangular matrix \(R_{i+1}\).
2) How to calculate the right-hand vector \(b_{i+1}\).

Taking advantage of Gram-Schmidt QR Decomposition, we find that, for the first calculation, that is, growing from \(R_i\) to \(R_{i+1}\), we only need to calculate the rightmost column of \(R_{i+1}\), and the other elements of \(R_{i+1}\) are not changed from \(R_i\); for the second calculation, that is, growing from \(b_i\) to \(b_{i+1}\), we only need to calculate the bottom element of \(b_{i+1}\), and the other elements of \(b_{i+1}\) are not changed from \(b_i\).

For the first calculation, the result can be simply obtained from Gram-Schmidt orthogonalization in Eq. (5). For the second calculation, letting \(b_{i+1}\) be the bottom element of vector \(b_{i+1}\), the calculation of \(b_{i+1}\) can be stated as \(b_{i+1} = q_{i+1}^T b\) after carrying out the \((i+1)\)-th step of Gram-Schmidt orthogonalization in Eq. (5).

In order to clarify the computational efficiency, let us assume a comparison between our method and a brute-force method, such as the 3L method [1], that iteratively calls the linear method at each step for obtaining the coefficient vectors of different degrees. It is obvious that, for solving coefficient \(a\) at the \(i\)-th step, our method needs \(i\) inner-product operations for constructing the upper triangular linear system (see (5)), and \(O(i^2)\) for solving this linear system; whereas the latter method needs \(i^2\) inner-product operations for constructing linear system (2), and \(O(i^3)\) for solving Eq. (2).

We show a simple example in Fig. 4 to compare the actual calculation time between our method described above and two other methods that solve the linear system (2) independently at each step with two famous linear system solvers: 1) LU decomposition
and 2) incomplete Cholesky conjugate gradient (ICCG). The result was taken from the mean of 10,000 calculations for solving the same 2D fitting problem that incrementally fits an IP to a certain data set until achieving the 10th degree; practically the IPs of about the 10th degree are often required to represent complex shapes. As shown in this figure, our incremental scheme performs much faster than the other two methods during the dimension-growing process. Note that, although the ICCG algorithm is very efficient for solving a large-scale sparse linear system, matrix \( M^T M \) in linear system (2) is often a dense matrix, and therefore ICCG cannot result in good performance.

### IV. Global/Local Stabilization

As described in Sections I and II, linear fitting methods usually suffer from the difficulty of achieving global stability. Although ridge regression (RR) regularization can be adopted to achieve global stability [28], [22], local accuracy might deteriorate too much. Addressing this problem, in this section we present a computationally simple procedure to detect whether a specific monomial will contribute to the accuracy of IP representation during the incremental steps. If it will not, RR is used to stabilize the fitting at the current step.

To explain the procedure, we first clarify how RR regularization achieves global stability and why it sacrifices local accuracy. Then we propose a new RR regularization-based stabilization technique: our regularization can concentrate on the improvement of stability by selectively applying RR regularization to our incremental scheme.

#### A. RR Constraints

First, let us analyze why the numerical instability occurs. In fact, an important reason is the collinearity of matrix \( M \), which causes its covariance matrix \( M^T M \) to be nearly singular. The collinear columns of \( M \) are degenerated to contribute very little to the overall shape of the fit (see [28]). But this little contribution may result in the sensitivity for a high-degree IP, e.g., divergence of some coefficient values. As a result, there are extra undesired solutions generated.

Now let us interpret RR regularization in [4], [28], [22] to be the constraints RR constraints hereafter. According to the conventional definition in [4], the formula of RR regularization shown in Eq. (3) can be equivalently transformed as

\[
\hat{M}^T \hat{M} a = \hat{M}^T \hat{b},
\]

where \( \hat{M} \) is the matrix combining matrix \( M \) and the square roots of diagonal elements of \( D \), and vector \( \hat{b} \) is from the extension of \( b \) with zeros as follows:

\[
\hat{M} \equiv \begin{pmatrix}
\sqrt{\kappa d_{11}} & \vdots & \sqrt{\kappa d_{i1}} \\
\sqrt{\kappa d_{22}} & \ddots & \vdots \\
& \ddots & \ddots \\
\sqrt{\kappa d_{ii}} & & \ddots \\
& & & \sqrt{\kappa d_{ii}}
\end{pmatrix}
\]

\[
\hat{b} = \begin{pmatrix}
b \\
0 \\
0 \\
\vdots \\
0
\end{pmatrix}
\]

where \( d_{ii} \) is the \( i \)-th diagonal element of \( D \). Eq. (6) is similar to Eq. (2). The only difference between them is that there are some additional row vectors at the bottom of matrix \( M \), and actually these additional row vectors act as the linear constraints in fitting. Let us call the constraints RR constraints.

These RR constraints overcome the singularity of matrix \( M^T M \) and thus keep the IP presentation globally stable, but an excessive brute-force constraint manner causes all the zero set to be closed to its origin (see [28]), and thus local accuracy deteriorates. Our claim is that if we can apply the RR constraints only to the necessary part, such as the part corresponding to the monomial that weakly contributes to the whole IP representation, the RR regularization can resist deterioration of local accuracy.

#### B. Proposed RR Regularization

First, it is necessary to detect global instability. Fortunately, in our incremental process, since matrix \( M \) has been QR-decomposed as \( M = QR \), we can observe that \( M^T M = R^T R \), and thus instability of \( M^T M \) can be determined from the eigenvalues of \( R \). We can easily evaluate the singularity of \( R \) by observing only the diagonal values at each step, since upper triangular matrix \( R \)’s eigenvalues always lie on its main diagonal.

If the value of the diagonal element \( r_{ii} \) at the \( i \)-th step is relatively too small, we can assume the current column \( c_i \) of \( M \) might be nearly collinear to the previously generated orthogonal space of \( \{c_1, c_2, \ldots, c_{i-1} \} \) so as to have little contribution to the overall shape of fit. Thus, we apply the \( i \)-th RR constraint only to this part to concentrate on solving this collinearity. The action is as follows.

Suppose matrix \( \hat{M} \) denotes the matrix \( M \) after having added the \( i \)-th RR constraint as:

\[
\hat{M} = \begin{pmatrix}
M \\
0 & \ldots & 0 & \sqrt{\kappa d_{ii}}
\end{pmatrix}.
\]

We assume its QR decomposition is \( \hat{M} = \hat{Q} \hat{R} \) and each element after the constraint is denoted by \( \hat{\cdot} \). The difference between \( M \) and \( \hat{M} \) is only the last row whose last element is only non-zero. From Eq. 5, this effect propagates only to the \( i \)-th RR constraint only to this part to concentrate on solving this collinearity. The action is as follows.

Suppose matrix \( \hat{M} \) denotes the matrix \( M \) after having added the \( i \)-th RR constraint as:

\[
\hat{M} = \begin{pmatrix}
M \\
0 & \ldots & 0 & \sqrt{\kappa d_{ii}}
\end{pmatrix}.
\]

We assume its QR decomposition is \( \hat{M} = \hat{Q} \hat{R} \) and each element after the constraint is denoted by \( \hat{\cdot} \). The difference between \( M \) and \( \hat{M} \) is only the last row whose last element is only non-zero. From Eq. 5, this effect propagates only to the \( i \)-th RR constraint only to this part to concentrate on solving this collinearity. The action is as follows.

From the derivation,

\[
\hat{b}_i = q_{ii}^T \begin{pmatrix}
\hat{b} \\
0
\end{pmatrix} = \frac{r_{ii}}{\sqrt{r_{ii}^2 + \kappa d_{ii}}} \hat{b}_{i} = \frac{r_{ii}}{\tilde{r}_{ii}} \hat{b}. \tag{8}
\]

From Eq. (7) we can see obviously that once the \( i \)-th eigenvalue \( r_{ii} \) is relatively too small, it can be improved to be a larger one as \( \tilde{r}_{ii} \) by adding the \( i \)-th RR constraint. Following this stability improvement, coefficient \( \tilde{a}_i \) at this step is thus calculated as

\[
\tilde{a}_i = \frac{\hat{b}_i}{\tilde{r}_{ii}} = \frac{r_{ii}}{r_{ii}^2 + \kappa d_{ii}} b < a_i \tag{9}
\]

Also we can see that the divergence of \( a_i \) is restrained by adding the \( i \)-th RR constraint.

In short, at an incremental step, once a column vector \( c_i \) is detected to be linearly dependent on the preceding columns, the computation in Eqs. (7), (8) and (9) should be done.
C. Normalization for the Linear System

However, checking the value of \( r_{ii} \) might be unfair for judging the collinearity. In the result obtained from Gram-Schmidt orthogonalization, \( r_{ii} \) might be related not only to the degree of the collinearity but also to the norm of the corresponding column of \( M \). In order to remove only the effect of the norm, it is necessary to normalize the linear system (2).

Normalizing the linear system (2) is performed as follows:

\[
M' \mathbf{a}' = M' \mathbf{b}',
\]

where \( M' \) is the normalized matrix of \( M \) and \( b' \) is the normalized vector of \( b \) in Eq. (2) described as

\[
M' = \left \{ \frac{c_1}{\|c_1\|}, \frac{c_2}{\|c_2\|}, \ldots, \frac{c_n}{\|c_n\|} \right \},
\]

\[
b' = \frac{b}{\|b\|},
\]

assuming \( M = \{c_1, c_2, \ldots, c_n\} \). Therefore the original coefficients can be obtained as \( a = \{\|b_1\|, \|b_2\|, \ldots, \|b_n\|\} \), assuming \( a' = (a'_1, a'_2, \ldots, a'_n) \).

Consequently the RR regularization is formulated as

\[
(M'^T M') \mathbf{a}' = M'^T \mathbf{b}' \quad \text{(12)}
\]

Here we choose the same selection method for determining RR matrix \( D' \) as Tasdizen’s method described in [28], [22]. Namely, each diagonal element of \( D' \) is chosen as \( d'_{ij} = \frac{\|b_i\|}{\|c_i\|} \), where the detail for calculating diagonal elements \( d_{ij} \) refers to [28], [22].

An important property of the normalization process is that, if \( M' \) is QR-decomposed as \( M' = Q'R' \), then all the main diagonal elements of \( R' \) vary between 0 and 1, and the elements of vector \( Q'R' \) vary between -1 and 1. This beneficial pre-process helps us to make a fair judgment to check out the existence of collinearity in the incremental process, by just checking whether \( r_{ii} \) is relatively too small in the range: \([0 \, 1]\).

D. Achieving Euclidean Invariant Method

Unfortunately, the above method is not Euclidean invariant, although it effectively improves the stability for fittings. That might restrain further application to vision applications such as object recognition and pose estimation. For keeping the fitting method \( VD'V^T = D \), where \( V \) is a block transformation matrix for IP transformation as: \( a' = V a \) (see [28] and [22]).

According to [28], [22], if we let \( D' = KD \), where \( K \) is a diagonal matrix and its diagonal elements vary the same as the blocks of \( V \) (e.g., \( K = \text{diag}(k_1, k_1, k_2, k_2, \ldots, k_n) \) in 2D), then \( D' \) is also Euclidean invariant. The important point is that \( k_i \)'s correspond to elements in the \( i \)-th form. Therefore, to extend our method to be a Euclidean invariant version, the incremental fitting procedure can just be modified to increase one-form by one-form, and once the unstable situation is eliminated, then we can improve the eigenvalues corresponding to the whole form.

V. FINDING THE MODERATE DEGREE

Now the coefficients of various degrees can be worked out stably by the incremental method described above. The remaining problem is how to measure the moderation of degrees for these resolved coefficients. In other words, when should we stop the incremental procedure?

A. Stopping Criterion

For this problem, we first need to define a similarity metric that is capable of measuring the distance between the IP and the data set. Then, based on this similarity metric, we must define a stopping criterion for terminating the incremental procedure. Once this stopping criterion is satisfied, we consider the desired accuracy is reached and the procedure will be terminated.

As shown in Fig. 5, a set of similarity functions can be written as follows:

\[
D_{\text{dist}} = \frac{1}{N} \sum_{i=1}^{N} e_i, \quad D_{\text{smooth}} = \frac{1}{N} \sum_{i=1}^{N} (N_i \cdot \mathbf{n}_i),
\]

\[
\text{(13)}
\]

where \( N \) is the number of points, \( e_i = |\{f(x_i)\}| / \|\nabla f(x_i)\| \), \( N_i \) is the normal vector at a point \( x_i \) obtained from the relations of the neighbors (here we refer to the Sahin’s method [22]), and \( \mathbf{n}_i = \nabla f(x_i) / \|\nabla f(x_i)\| \) is the normalized gradient vector of \( f \) at \( x_i \). Note \( e_i \) is also viewed as the approximation for the Euclidean distance from \( x_i \) to the IP zero set in [29].

\( D_{\text{dist}} \) and \( D_{\text{smooth}} \) can be considered as two measurements on distance and smoothness between the data set and the IP zero set. Therefore, the closer \( D_{\text{dist}} \) and \( D_{\text{smooth}} \) are to 0 and 1 respectively, the better the fitting become. Then, we can simply define a stopping criterion as

\[
(D_{\text{dist}} < T_1) \land (D_{\text{smooth}} > T_2),
\]

\[
\text{(14)}
\]

where \( T_1 \) and \( T_2 \) are two tolerances being close to zero and one respectively. For the data set with variation of noise level, an alternative simple way can be considered as:

\[
(R_{\text{dist}} < T_1) \land (R_{\text{smooth}} < T_2),
\]

\[
\text{(15)}
\]

where \( R_{\text{dist}} \) and \( R_{\text{smooth}} \) are residuals of \( D_{\text{dist}} \) and \( D_{\text{smooth}} \) respectively, namely we only see the difference between the errors of current and previous steps. An example of using this stopping criterion is shown in Section VI E.

B. Algorithm for Finding the Moderate IPs

Given the above conditions, our algorithm can be simply described as follows:

1) Constructing the upper triangular linear system with \( i \) column vectors of \( M' \) in Eq. (12) with the method described in Section III;

2) Stabilization with the method described in Section IV B;
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interested reader to the discussion on setting \( \kappa \) to.

3) Solving current linear system to obtain coefficient vector \( a \);

4) Measuring the similarity for the obtained IP;

5) Stopping the algorithm if the stopping criterion (14) or (15) is satisfied; otherwise going back to 1) and increasing the dimension by adding the \((i+1)\)-th column of \( M \).

VI. EXPERIMENTAL RESULTS

Our experiments are set in some pre-conditions. 1) As a matter of convenience, we employ the constraints of the 3L method [1] that takes two additional data layers at a distance \( \pm \varepsilon \) outside and inside the original data as the optimization constraint\(^1\). 2) All the data sets are regularized by centering the data-set center of mass at the origin of the coordinate system and scaling it by dividing each point by the average length from point to origin, as done in [28]; 3) We choose \( T_1 \) and \( T_2 \) in Eq. (14) with about 0.01 and 0.95 respectively, except for the experiment in Section VI E. 4) The RR parameter \( \kappa \) in Eq. (7) is empirically set to increase the original diagonal element \( r_{ii} \) about 10\%. Note: we also refer the interested reader to the discussion on setting \( \kappa \) in [28].

A. Examples

In this experiment, we fit an IP to the boundary of a “cell” object shown in Fig. 6(a). The moderate IP is found out automatically based on our stopping criterion (see Fig. 6(d)). To give a comparison, we also show some fits before reaching the desired accuracy (see Fig. 6(b) and (c)). We also show the convergence of \( D_{\text{dist}} \) and \( D_{\text{smooth}} \) in Fig. 6(e), which proves the stopping criterion in Eq. (14) can effectively measure the similarity between IPs and data sets.

Some 2-D and 3-D experiments are shown in Fig. 7. The result shows our method’s adaptivity for different complexities of shapes.

\(^1\)In our experiment, the layer distance of the 3L method in [1] is set as \( \varepsilon = 0.05 \).

Fig. 6. (a) Original image. IP fitting results at different coefficient numbers: (b) \( \alpha = 28 \) (six-degree). (c) \( \alpha = 54 \) (nine-degree). (d) \( \alpha = 92 \) (thirteen-degree). (e) Graph of \( D_{\text{dist}} \) and \( D_{\text{smooth}} \) vs. coefficient number \( \alpha \). Note “o” symbols represent the boundary points extracted from the image, and solid lines represent the IP zero set in (b)-(d).

Fig. 7. IP fitting results in 2D/3D. First row: original objects; Second row: IP fits.

Fig. 8. Comparison between degree-fixed fitting and adaptive fitting. First row: original objects. Second row: IP fits resulting from two-degree degree-fixed fitting. Third row: IP fits resulting from four-degree degree-fixed fitting. Fourth row: IP fits in different degrees resulting from adaptive fitting setting parameters as \( T_1 = 0.01 \) and \( T_2 = 0.95 \).

B. Degree-fixed Fitting vs. Adaptive Fitting

Fig. 8 shows some comparisons between the degree-fixed fitting methods and our adaptive fitting method. Compared with degree-fixed methods, in the results of our method, there is neither over-fitting nor insufficient fitting. This shows that our method is more meaningful than the degree-fixed methods, since it fulfills the requirement that the degrees should be subject to the complexities of object shapes. To clarify again, as described in Section III-C, our method saves much computational time despite its determination of the moderate degree by an incremental process.

C. Comparison of Fitting Stability

Fig. 9 shows a comparison between three methods: 1) 3L method [1], 2) 3L method [1] + 2D RR regularization [28] and 3L method [1] + 3D RR regularization [22] and 3) our method. As a result, our method shows better performance than the others, in both global stability and local accuracy.

D. An Example for Noisy Data Fitting

We generated some synthetic noisy data sets shown in the top row of Fig. 10. For overcoming the effect on the variation of noise,
we adopted the second stopping criterion (15) where parameters with respect to residuals are set as $T_1 = 0.001$ and $T_2 = 0.01$. Then we obtained the fitting results as shown in the bottom row of Fig. 10.

VII. DISCUSSION

A. QR Decomposition Methods

Other famous algorithms of QR decomposition have been presented by Householder and Givens [8]. They have proved more stable than the conventional Gram-Schmidt method in severe cases. But in this paper, since our target is only the regularized data set, we ignore the minor influence of rounding errors. Here we would just like to take advantage of the properties of QR decomposition that orthogonalize vectors one by one, which is the indispensable aspect to achieve our proposed adaptive-degree fitting algorithm.

B. IP vs Other Functions

In contrast to other function-based representations such as B-spline, NURBS [20], Rational Gaussian [5], radial basis function [32] and topology-preserving polynomial model [11], IP representation cannot give a relatively accurate model. But this representation is more attractive for the applications of fast registration and fast recognition (see the work in [28], [25], [26], [13], [34], [38]), because of its algebraic/geometric invariants [30], [28]. And Sahin and Unel also showed IP’s robustness for missing data in [22]. For a more accurate representation of a complex object, it may be required to segment the object shapes and represent each segmented patch with an IP, which also has been considered in our previous work [39]. It is worth noting that another polynomial representation method, topology-preserving polynomial model [11], has the potential of offering an accurate model, but it has not yet been widely used in recognition.

C. Applicability for Recognition

An important advantage of IP for recognition is the existence of algebraic/geometric invariants, which are functions of the polynomial coefficients that do not change after a coordinate transformation. The algebraic invariants that are found by Taubin and Cooper [30], Teral and Cooper [25], Keren [10] and Unsalan [34] are expressed as simple explicit functions of the coefficients. Another set of invariants from the covariant conic decompositions of IP is found by Wolovich et al. [36]. A stable coefficient measurement called PIM using IP-interpolated data set is proposed by Lei et al. [17].

Our method is able to obtain the coefficients of multiple IP degrees lower than the final fitting degree during the incremental process. Therefore, combining the prior methods described above with these multiple-degree coefficients enables us to extract richer invariant information. Thus it is expected that the invariants have better discriminability; the low-degree coefficients encode shape information roughly, but with less sensitivity to noise, while the high-degree coefficients can encode shape information in detail.
VIII. CONCLUSIONS

This paper brings two major contributions. First, it proposes a degree-incremental IP fitting method. The incremental procedure is very fast since the computational cost is saved by the process in which we keep solving upper triangular linear systems of different degrees, and effectively employ the incrementality of the Gram-Schmidt QR decomposition. Thus the method is able to adaptively determine the moderate degree for various shapes.

Second, based on the beneficial property of the upper triangular matrix $R$ in QR decomposition that eigenvalues are the elements on its main diagonal, the fitting instability can be checked out easily and quickly from the diagonal values. By selectively utilizing the RR constraints, our method not only improves global stability, but also maintains local accuracy.
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