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Abstract— Teleoperation systems for humanoid robots that
replace human tasks in emergency situations have been widely
studied. Humanoid robots have the capability of utilizing
the equipment designed for human manipulation. When the
humanoid robot works on behalf of human beings, rapid
deployment can be achieved when a disaster occurs. However,
since the humanoid robot and the human have different physical
abilities, it is difficult to control the robot by mapping the
human motion directly to the robot.

Recently, the interfaces that map the human motion, taken
by the vision sensors, to the humanoid robot have become
popular. Though the vision-based teleoperation system can be
rapidly constructed anywhere, the interfaces require some sort
of feedback to smoothly control the robot. The tactile and force
feedback system has limitations on human motion because of
mechanical structures. The teleoperation system also has the
potential issue of time delay.

In this paper, we propose an interface for teleoperation of
the humanoid robot with vision sensors. The inner states of the
robot and the recognized human motions are visualized for the
feedback to the operator. We also introduce the task model to
avoid the time delay. In the visual feedback, the task states are
visualized to assist the smooth operations.

I. INTRODUCTION

In recent years, the research of a humanoid robot that re-
places human tasks in emergency situations has been widely
studied [1][2]. At a time when a disaster occurs, the rapid
deployment of robots is required. Developing new robots,
designed for these tasks and adjusted to the environments,
wastes much time. On the other hand, the humanoid robot has
the capability to utilize the same equipment that is designed
for human operation. It would be extremely valuable if the
humanoid robot could work in such emergency situations on
behalf of the human (Fig. 1).

We need an intuitive interface to effectively control the
humanoid robot from a distant place. Telexistence systems
for immersive control provide a highly realistic operating
environment by using Virtual Reality (VR) techniques [3][4]
But, the system is generally huge and the human motion is
limited by mechanical structures. The interfaces that capture
the human motion by using vision sensors have been recently
studied [5][6]. The depth-sensing camera has become widely
available and can be used for capturing the human motion
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Fig. 1. Teleoperation of humanoid robot in emergency situations

without mechanical sensing. A real-time human imitation
system for biped robots has been developed. However, since
the humanoid robot and the human have a different joint
structure, physical ability, and weight balance, it is difficult
to map the human motion directly to the robot.

Teleoperation has the potential issue of time delay between
the operator and the robot. The operator cannot recognize the
state of the robot and the environment at the same moment.
Human motion is not fluently reflected in the robot motion.
That is, the intuitive operation of the robot is difficult by
such interfaces. To avoid the influence of time delay, it is
desirable that the operator provides global directions and the
robot run semi-autonomously. In addition to time delay, lack
of operability occurs because there is not enough information
to check the state of the work object and the robot itself. It
is difficult to do the work by the visual information obtained
from the robot, and it puts a large burden on the operator.

In this paper, we present an interface for a teleopera-
tion system to facilitate teleoperation by visual feedback
of operating information. The recognition and transmission
of human motions are performed by the task model [7].
The task model can simultaneously solve the issues of the
structural differences between the human beings and the
humanoid robot, and time delays. The task is recognized
with the vision systems by observing the human operation.
In addition, information of task recognition and motion
generation is presented along with the visual information as
the visualization of task model. The operator can recognize
their own behavior and the corresponding behavior of the
robot by this operation auxiliary interface.

Considering operations in disaster areas, humanoid robots
are not good at moving over uneven terrain with many
obstacles.
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Here, we target the operation to driving a four-wheel
buggy for moving over rough terrain. The buggy is controlled
by a steering wheel, acceleration and brake levers.

II. RELATED WORK

Recently, interfaces that map the human motion to the
humanoid robot have become popular. The interfaces require
some sort of feedback to smoothly control the robot because
of the lack of environmental information.

To compensate for the lack of environmental information
in the teleoperation, an interface that presents force-tactile
information is proposed.Tachi et al. are using the system
to reproduce gripping force by tension of wire, and given
operability [3]. Song et al. are getting tactile feedback by a
mobile teleoperation system which includes a tactile glove
[8]. An interface which uses tactile feedback gives the
operational feeling of direct manipulation, but the system
is increased in size by tactile presentation devices and has
limitations on the human motion because of mechanical
structures.

On the other hand, interfaces which improve operability
by visual feedback are also proposed. Otsuki et al. introduce
physical model of operation for the object behavior. Otsuki
improves operability by the presentation of physical state
visually and given auditory feedback depending on the
operation [9]. Song et al. have proposed the operation by the
rod-like operation metaphor[10]. By operation through the
rod-like operation metaphor, Song et al. reduce the difficulty
of the 3D virtual object grasping, by solving the accuracy
problem of recognition hand rotation.

The operational interface to enhance the understanding of
the behavior of the robot by the visualization of AR·MR
techniques have even been suggested [11][12]. Kobayashi
et al. presented in overlays a process and conditions for
generating the autonomous behavior of humanoid robots
using the mixed reality to the real space [11]. The humanoid
robot system is so complex, and there is a problem that the
processes of motion generation and recognition are difficult
to check in the operation verification by real humanoid robots
in real space. Kobayashi developed a system which is useful
to understand intuitively how each module in the humanoid
affects the total system and how one is affected by the
humanoid’s surrounding environment.

The teleoperation system also has the potential issue of
time delay. A teleoperation system considering time delay
using VR environment has been proposed [13][14][15]. The
method separates the entire teleoperation feedback loop into
operator-VR feedback loop and VR-robot feedback loop. The
system is stably controlled by satisfying the loops indepen-
dently. Thus, the system does not lose control because of
time delay.

We also introduce the task model to avoid the issues of the
physical differences and time delay. The task model is known
as a technique for generating robot motions from human
motions while eliminating the physical differences between
the human and robot [7][16][17]. The task model describes
a human motion by tasks and skill parameters: ”what to do”
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Fig. 2. Definition of task model [7]

and ”How to do”. Fig. 2 shows the overview of the task
model. To recognize the human motions by the task model,
the states of the target and its transitions must be extracted.
The operation of a state transition is called task. To execute
the task, the parameters for moving the robot are required.
Example parameters include the inner state of the robot and
the state of the target object. These parameters are called
skill parameters.

APO (Assembly-Plan-from-Observation) paradigm is de-
signed to produce robot motion for assembly works from
the observation of human operation [7]. The states of the
target objects are classified and described by the state of
face contact. A motion template for the robot arm is prepared
for each state transition. The proposed system successfully
assembled the polyhedral objects by using the task model.

Nagata et al. proposed shared autonomy system by task
instruction in the work space [16]. The Object Template
Model and Task Space Model are defined for describing
the work space model. In this system, the user recognizes
the object type and its state in the environment. The user
instructs a robot to execute the task of picking an object
by selecting a task model according to the object type and
situation.

We propose a vision-based interface for teleoperation of
the humanoid robot by using task model. The inner states of
the robot and the recognized human motions are visualized
for the feedback. The task model is used for recognizing
the human motion and the generation of the robot motion
while avoiding the issues of the physical differences and time
delay. In addition, internal information of task recognition
and motion generation is presented along with the visual
information as the visualization of task model. We execute
teleoperation of humanoid robot smoothly by the visualiza-
tion of task model.

III. TELEOPERATION BY TASK MODEL

The operational interface for teleoperation system by the
task model consists of the following four procedures (Fig.
3).

1) The environmental views taken by the vision systems
on the robot are transmitted to the operator through a
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Fig. 3. Overview of teleoperation system

VR space.
2) The operator performs motions in the VR space. The

tasks are recognized by observing the human motions.
3) The task information is transmitted to the robot. The

robot executes the tasks by generating the motions
based on the task information and skill parameters.

4) The states of the operator and the robot are visualized
in the VR space for visual feedback.

A. Task recognition

The human motion is observed by vision-based sensors
and is analyzed to find state transitions. Motion capture
systems based on low cost depth-cameras such as Kinect and
LeapMotion are widely available. The posture of the human
body and fingers can be obtained with reasonable stability in
real time. We discriminates status of operator corresponding
to the state of the target using bone data from depth-cameras.
By observing the state transition of the operator, the task that
causes the transition can be recognized.

B. Motion generation

The trajectories of hands and fingertips are generated by
skill parameters. As described above, we assume that rough
skill parameters can be previously given. The trajectory is
directly generated from the rough parameters. However, it
does not work well because the state of the target object
dynamically changes because of the vibration of the body and
the change of contact states. Thus, the trajectory is adjusted
according to the relative states of the target object and the
hand. For estimating the relative positions and contact states,
the tactile information is used. The position of the fingertip
is sequentially controlled by calculating the destination point
at each control period[18]. The trajectories of arms are
generated by simple PTP control. Pose of each state(key
pose) is given previously. Robot moves by PTP control
between key points.

C. Visual feedback

We also apply the information of task model to the
feedback for the operator. The proposed method recognizes
tasks from gestures and generates motion. If it is possible for
the operator to recognize the state of the robot, the operator

Fig. 4. Visualization of state transitions

can facilitate the selection of a task since it is possible to
understand whether the operator can transition to any state.
Additionally, the state of the operator is presented in order
to determine the state transition. By this operation auxiliary
interface, the operator can understand their own status and
which corresponding task the robot tries to perform. (Fig. 4).

In our system, information of operator motion and visual-
ized operation parameters are overlaid to camera image from
the robot. In addition, virtual robot model is also displayed.
The operator skeleton data captured from a depth-sensing
camera is presented as information of operator motion. It
is visualization of input data for task recognition. The pa-
rameter of operation indication is displayed on an operation
auxiliary panel like Fig. 4. It represents visualization of
internal data for task recognition. The virtual robot model is
also overlaid. The virtual robot is given the same joint angle
data as given to the real robot. Thus it means the visualization
of an output data for task execution. The operator recognizes
this output data without motion delay of robot by VR model
indication. By the visualization of this information of the
task recognition, our system improves the operability using
only visual feedback.

IV. DESIGN OF TASK MODEL

Driving operation is a continuous and complex operation.
We disassemble driving operation as the combination of
simple tasks. Target states are extracted from the structure
of the target. State and transition are designed considering
teleoperation.

A. Driving operations of buggy

The operations of driving the buggy-type vehicle consist of
mainly handle, accelerator, and brake operations. The handle
operation controls the traveling direction. The accelerator
and brake operations control traveling acceleration. By this
structure, each operation is limited to one trajectory and two
directions. Therefore, the following six types of operations
can be listed for the driving operation.

• Turn the handle to the right
• Turn the handle to the left
• Griping accelerator lever
• Release accelerator lever
• Griping brake lever
• Release brake lever
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Fig. 5. State transition of driving operation

B. State transition of driving operation

The driving operations are represented by several discrete
states. For driving buggy-type vehicles, we need to operate
handle, accelerator and brake as described above. Human
beings can operate them continuously. But, it is difficult to
recognize the continuous human motions accurately because
of recognition errors and the temporal and spatial resolu-
tions. Especially in the teleoperation system, the continuous
recognition and transmission of motion doesn’t work well
because of the time-delay and the limitation of the network
bandwidth. Therefore, we represent the driving operations by
several states.

The handle operation is represented by five steps: straight,
right (weak), right (strong), left (weak) and left (strong) see
Fig. 5 A. The accelerator and brake operations are each
represented by three steps: neutral, grip (weak), grip (strong)
(Fig. 5 B, Fig. 5 C).

C. Task model design

The tasks are defined as the transitions between the states.
The three types of state transitions can be considered as the
representations of the driving operation.

1) The operations are concurrently performed: the parallel
transitions.

2) The operations are exclusively performed: the serial
transitions.

3) The acceleration and the brake operations are exclu-
sively performed.

(1) is based on the assumption that the human operates the
target objects in parallel. This is the most flexible and is used
by professional drivers. (2) assumes that the human operates
the target objects one by one. This is a beginner’s operation.
The driving operation is divided into two operations: control-
ling the speed and changing the traveling direction in (3). In
the preliminary experiments, it is found that (3) is the most
natural and easy way to operate the buggy. The task model
(3) is used in the following experiments.

V. IMPLEMENTATION

A. Teleoperation interface

Kinect RGB-D camera is put in front of the operator for
recognizing the operator’s body motion. LeapMotion with
infrared depth cameras is put under the hands for recognizing
the finger motions [19]. The views sent from the remote
robot and the visual feedback superimposed into the scene

Vision

Motion

RGBD

camera

Fig. 6. Overview of the proposed system

��

Fig. 7. Recognition of handle recognition

is displayed on the HMD. That is, the operator controls the
robot in a Mixed Reality (MR) environment. The recognized
motions are transmitted to the robot as tasks and applied to
the robot.

B. Task recognition

1) Handle operation: ??) D The handle parameter ph is
computed by px that is the distance between the left and right
hands in x-coordinate as shown in Fig. 7. ph is from 1 to −1.
The state transition of the handle operation is recognized by
simply thresholding ph (Fig. 8. a).

2) Accelerator operation: The accelerator task is recog-
nized by the angle of the thumb relative to the palm. Figure
9 shows the estimation of the acceleration parameter. The
accelerator parameter pa is represented by the angle θa
between vector �v1 and �v2. The state transition is recognized
by thresholding pa (Fig. 8. b).

3) Brake operation: The brake task is recognized by a
gesture of the hand. Opening or closing the hand is recog-
nized by the relative positions of the fingers and translates to
brake parameter pb (Fig. 8. b). The task of gripping the brake
or releasing the brake is executed by the state transition of
opening or closing the human hand.

C. Motion generation

We assume that the 3D structure of the buggy has been
previously acquired. The rough positions and movable direc-
tions of the handle, accelerator, and brake levers are known.
The motions of the operations are generated by considering
the contact states of the robot hand and fingers with the target
objects.
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Fig. 8. State machine diagram

Fig. 9. Recognition of acceleration parameter

VI. EXPERIMENT AND USER STUDY

In this experiment, we focus on visual feedback to the
operator. Robot motion is assumed to be guaranteed to
complete at a constant time from the instruction.

A. Experimental setup

Upper body humanoid robot HIRO (Kawada industries,
inc) is used for teleoperation robot. The robot does not have a
lower body, and is fixed on the seat of the four-wheel buggy.
The head of the robot moves, synchronizing with the human
head motion taken by a 6DOF motion sensor. The robot hand
consists of three fingers. Each finger has three degrees of
freedom. A tactile sensor, ShokacCube(Touchence Inc.), is
attached on each fingertip to measure the contact point. All
tests are performed without running the buggy; the engine
had not been started.

In this experiment, we evaluated the operability of the
proposed interface with the visual feedback by user studies.
The subjects were asked to operate the pre-defined tasks. The
time from when the task is given to when the state transition
is achieved is measured in two cases: with only visualization
of recognition states (test A), and with visualization of both
recognition states and tasks (test B). Test A shows skeleton
model and VR model overlaid to robot camera image, and
Test B shows task visualization added to Test A. The number
of subjects was five, ages ranged from 22 to 27, 3 males and
2 females.

All subjects were asked to attempt a pre-defined sequence
of tasks 15 times by following instructions displayed on the
HMD. Task instruction was indicated on the upper side of
the operator’s view(Fig. 10). When the given target state is
maintained for 1 second, the task is assumed to be performed.
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Fig. 10. Visualization of task recognition

TABLE I

Test A [sec] Test B [sec]
(without task visualization) (with task visualization)

Subject a 373.818 193.627
Subject b 315.279 237.977
Subject c 545.545 174.835
Subject d 997.426 524.922
Subject e 461.443 388.838

The initial states of the task sequence were Straight (Handle)
and Neutral (Acceleration, Brake).

B. Experimental results

The average time required for each task is compared
with Test A and Test B (Table I). The results show that
the required time for Test B is shorter than that of Test
A for every subject. Figure 11 shows an example of the
operation time for each task (subjects a and e). In figure
11,the horizontal axis indicates the number of task from start,
and the vertical axis indicates the required time for execution
of each task. Results of experiment without visualization
are colored red and with visualization are colored blue.
The graph shows that when the tasks are visualized by the
subject, the operation time becomes stable. It is clear that
the visualization of the inner state of the robot and the
motion observed by the sensors are important. Moreover, the
visualization of state transitions is helpful to stably control
the robot because the operator can comprehend all the states
of the robot and the operator in real time.

C. Discussion

The reason why subject e could achieve better results with
Test A than with Test B for more than half of the transitions
is because subject e tried Test B first and Test A later. Though
the order of the experiments was randomly given, it is clear
that the operation interface is easy to learn. However, in some
tasks, subject e spent much more time in the later test. Even
if the operator can easily get the hang of the system, the
visual feedback is still necessary for checking the various
states.
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Fig. 11. Operation time of each task (subject a)

It is also expected that the difference of operation times
between Test A and B becomes smaller as the operator
continues the training. After the training, the operator may be
able to recognize the states only by the views sent from the
robot. The task visualization is required for reconfirming the
concrete state. It can be said that the visual feedback plays
the same role as the speedometer in a vehicle. The visual
feedback is useful for operating the vehicle with a similar
feeling of the actual operation.

VII. CONCLUSION

In this paper, we proposed an interface to remotely operate
the humanoid robot by the task model and the visual feed-
back system. The task model can simultaneously solve the
issues of the structural differences between the human and
the humanoid robot, and time delays. The proposed interface
improves the operability by showing the operator motion
as skeleton model, the state transitions parameters, and VR
model that are overlapped into the real scenes.

In this work, we treat the driving of a buggy as a subject
of study for a humanoid robot which operates equipment
that is designed for a human. We implemented an interface
of teleoperation system for driving a four-wheel buggy, and
performed user studies for evaluating the operability of the
interface. The results of the user study showed that the task
visualization system is effective for the teleoperation.

In future work, experiments in an actual environment
must be attempted. Moreover, the evaluation of the proposed
method with large time-delay is required. It is required to
evaluate how the operator changes his behavior when there
are large time delays.
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