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ABSTRACT
Mixed reality (MR) technology can be applied to various applica-
tions such as architecture, advertising, and navigation systems, so
the desire to utilize MR in outdoor environments has been increas-
ing. In order to utilize MR, it is necessary to achieve alignment
super imposing virtual contents in the desired position. However,
because light changes continually in outdoor environments, and the
appearance of real objects changes also, in some cases the previous
image-based alignment methods do not work well. In this paper, a
robust image-based alignment method to be used in outdoor envi-
ronments is proposed. In the proposed method, the albedo of real
objects is estimated using 3D shapes of these objects in advance,
and the appearance is reproduced from the albedo and current light
environment. The appearance of real objects and reproduced image
becomes close, so a robust image-based alignment is achieved.

Categories and Subject Descriptors
H.5.1 [Multimedia Information Systems]: Artificial, augmented,
and virtual realities

Keywords
Mixed Reality, Augmented Reality, Alignment, 3D Range Data,
Albedo, Analysis by Synthesis

1. INTRODUCTION
Mixed reality (MR) is the technique to combine the real world

and the virtual world by superimposing virtual contents onto the
real world. By using MR technology, users can experience virtual
contents as though they existed in the real world through a head
mounted display (HMD), a smartphone, or some other device. MR
technology can be applied to many fields such as education, ar-
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chitecture, medical treatment, advertising, navigation systems, and
entertainment. So there is much research on MR [2, 3].

In recent years, considering the many possible applications, de-
sire to utilize MR in outdoor environments as well as in indoor
environments has been increasing. Applications using outdoor MR
technology include virtual completion of outdoor building and vir-
tual outdoor advertising. In addition, virtual restoration of lost
cultural assets has attracted interest. By superimposing a 3D CG
model restored using CAD into the real world, users can watch re-
stored cultural assets in their actual setting, so they can feel that
they are present [10, 18, 26].

One of the issues to be solved for seamless MR is geometric reg-
istration. Geometric registration is necessary to achieve alignment
between a real object and a virtual object. In order to achieve this
alignment, estimation of the camera position and pose is necessary.
The processes to calculate absolute camera parameters and relative
camera parameters are hereinafter referred to as global alignment
and local alignment.

In this paper, by using a dense 3D shape of the real environment
(3D model) retrieved by laser range sensor [9], a robust image-
based alignment method for light changing is proposed because
light changes continually in an outdoor environment. The follow-
ing describes the gist of the proposed method.

First, the reflectance (albedo) of real objects is estimated from
a 3D model and omnidirectional image measurement in advance
[17]. Thus, a 3D model with albedo is created using texture map-
ping. This makes it possible to achieve robust feature-matching for
light changes and to estimate the exact camera position and pose. In
global alignment, the appearance is reproduced by radiosity from
the 3D model with albedo and current light environment, and corre-
spondences between the camera image and reproduced appearance
are searched using natural features.

In local alignment, by projecting natural features of a previous
camera frame on a 3D model, a 3D natural features map is gener-
ated in real time. Because these natural features are extracted from
the camera image in the current light environment, the feature-
matching between the current camera frame and the previous cam-
era frame is easy, so camera position and pose are estimated rela-
tively. By repeating the camera parameters estimation and natural
features projection, a robust local camera position and pose track-
ing is possible. However, errors of camera parameters estimation
are accumulated using only local alignment. So the appearance
is reproduced in real time by simple shading from the 3D model
with albedo and current light environment, and global realignment
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is tried at the same time. If the feature-matching between the cur-
rent camera frame and reproduced appearance is successful, global
realignment is performed, and it is possible to eliminate the accu-
mulated error.

This paper is organized as follows. Chapter 2 introduces re-
lated research on alignment, and describes the problems of previous
methods and the significance and purpose of this study. Chapter 3
describes the proposed method of robust global alignment and local
alignment for light changes using a 3D model with albedo. Chap-
ter 4 shows the effectiveness of the proposed method by evaluation
experiments. Chapter 5 contains the conclusion and future issues.

2. RELATED WORK
In order to achieve alignment, it is necessary to acquire the cam-

era position and pose, and continue to match the coordinate systems
of the real world and the virtual world. There are various studies
to estimate the camera position and pose, and the technologies that
have attracted attention recently are the feature-based method, the
3D map-based method, and the analysis by synthesis (AbS)-based
method.

2.1 Feature-based Method
Feature-based Methods use visual tracking to estimate camera

pose. Diverdi et al [7] use Lucas and Kanade’s optical flow [14]
by Shi and Tomasi’s good features [23], on the other hand Wagner
et al [27] use Fast corner tracking [20]. These methods can esti-
mate camera pose in real time. But, feature-based methods cannot
estimate camera position, so they must be combined with inertial
sensor, and so on [5, 21]. Further, estimation errors accumulate
little by little.

2.2 3D Map-based Method
In 3D map-based methods, a 3D range map of local point fea-

tures is constructed from camera images. The camera position and
pose can be estimated from the 2D-3D correspondences between
the camera image (real world) and the 3D features map (virtual
world).

A method called PTAM (Parallel Tracking And Mapping) [11]
uses visual SLAM (Simultaneous Localization And Mapping) to
perform 3D range mapping of environment and camera parameter
estimation at the same time by tracking local point features of the
camera image. In this approach, it is possible to achieve rough
local alignment without prior information using only one camera.
As a method similar to PTAM, DTAM (Dense Tracking and Map-
ping) [15] has been proposed. PTAM adopts a stereo method using
only feature points, but DTAM adopts a stereo method using all the
pixels of the camera image. By creating a dense depth map, the
accuracy of alignment improves. However, in these methods, since
there is no prior information of the real world, the virtual contents
have to be placed roughly, so exact alignment between real objects
and virtual objects is difficult. In addition, errors accumulate grad-
ually.

Taketomi et al [25] propose a method to create a 3D landmark
database of local point features by calculating the 3D position us-
ing SfM (Structure from Motion) in advance. The camera position
and pose estimation is carried out by feature-matching between the
camera image and the 3D landmark database. A highly accurate
global alignment can be achieved in real time using this method.
However, if the light environment of the current camera image
is very different from that of the database image due to time or
weather, feature-matching is difficult because appearance of these
images is different. In particular, because light changes continually
in outdoor environments, this is a fatal problem.

Figure 1: Real object and 3D model

2.3 Analysis by Synthesis-based Method
Analysis by synthesis-based methods use 3D CAD models of

real objects. The flow of 3D model rendering, feature-matching
between the rendered image and the camera image, feature projec-
tion to 3D model, and camera parameter estimation is repeated.

Reitmayr et al [19]use a textured 3D model of the surrounding
environment. In this method, edges and shape of the rendered im-
age and the camera image are extracted and matched. Then, these
features are projected back to the 3D model, so 2D-3D correspon-
dences are acquired. This method achieves sufficiently accurate
alignment in real time. In [30], 3D line model is created, and edges
and shape are used as features similarly. This method is more faster
than the method of Reitmayr et al. But edges and shape are weak
against the occlusion, and cannot be used for the objects that have
few edges.

In [12, 24], local point features are used instead of edges. These
methods also achieve precise alignment in real time. Local point
features are robust against the occlusion, but computational cost is
high. In addition, these methods do not consider the influence of
the light sources. So, if the light environment changes, feature-
matching cannot work well.

Schumann et al [22] use a 3D model with diffuse parameters and
try to achieve tracking by AbS under the assumption that the 3D
model can be rendered in the current light environment. In order
to estimate camera position and pose, various local feature-based
methods are compared and the similarity-based method is consid-
ered. However, these methods cannot run in real time. Further, the
creation of a 3D model with diffuse parameter, the rendering of a
3D model in the current light environment, and light environment
estimation are not achieved in this study.

From the above, in this research, it is proposed to achieve a mark-
erless absolute alignment method that is robust for light changing.
The proposed method is based on the AbS method and considers
the effect of light sources.

3. METHOD
In order to achieve geometric registration, it is necessary to al-

ways obtain the camera position and pose. By using a color image
and a 3D model acquired in advance, in addition to the input cam-
era image, global alignment and local alignment are achieved. The
color image and the 3D model acquired in advance are hereinafter
referred to as the database.

If the color image and the 3D model in the database are cal-
ibrated, by searching correspondences between the input camera
image and the database image, camera parameters can be estimated,
and global alignment can be performed. By using an existing fea-
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ture point extraction method, correspondences can be automati-
cally extracted from the two images, but if the light environment is
very different, correct feature-matching becomes difficult. In such
a case, the camera parameters estimation will fail and the virtual
contents cannot be superimposed on the desired position.

In the proposed method, the database image is converted to a re-
produced image that has the same light environment as the input
camera image does. The reflectance (albedo) of real objects is esti-
mated from the database image and the 3D model in advance [17],
and the appearance in the current light environment is reproduced
from the albedo. Since the light environment of the reproduced
appearance is similar to that of the input camera image, the ap-
pearance of the two images becomes close, and feature-matching
becomes easy.

By mapping the natural features of the input image to the 3D
model after the initial global alignment, a 3D natural features map
is created in real time, so local alignment is achieved. Feature-
matching is easy because the natural features are extracted from the
current appearance. However, the error of the camera parameters
estimation will accumulate. So appearance is reproduced by simple
shading in real time, and global realignment is attempted at the
same time.

3.1 Database Creation
The database comprises the color image and the 3D model of

the real object (Fig. 1). The color image is obtained by shooting
multiple times while changing the shutter speed using an omnidi-
rectional camera so as to be an HDR (High Dynamic Range) image
that has a wide brightness range. The 3D model is acquired by a
laser range sensor. The camera parameters of the HDR image are
calculated in the coordinate system of the 3D model by acquiring
correspondences manually. Then, the calibration of the color image
and the 3D model is performed.

3.1.1 Albedo Estimation
The albedo of real objects is estimated using the method of Okura

et al [17]. Under the narrow-band camera assumption, the camera
sensitivity can be approximated by the Dirac delta function, so the
wavelength of the light source is constant [29]. Therefore, when
k means the channel of RGB, the intensity of camera image Ik is
represented by the following equation:

Ik = τkSkEk (k = {r, g, b}) (1)

τk is the camera gain, Sk is the albedo value, Ek is the illuminance
value.

In order to estimate the albedo value Sk from the above equa-
tion, it is necessary to determine the illuminance value Ek on the
surface of the real object. Illuminance value Ek is calculated by
the radiosity method using IBL (Image-Based Lighting) [6]. IBL
can be performed using the obtained omnidirectional HDR image
as a light environment map with the rendering software Radiance1,
hereinafter referred to as Radiance. By setting the albedo value to
1.0 at the surface of the 3D model in the rendering, the illuminance
image I ′k can be generated by the following equation:

I ′k = τkEk (2)

Because the brightness distribution of the light source and the
real object is acquired by the same omnidirectional camera, camera
gain τk of Eq. (1) and Eq. (2) are equal. The albedo value Sk of

1http://radsite.lbl.gov/radiance/

Figure 2: Process of global alignment

the real object is obtained by the following equation:

Sk =
Ik
I ′k

(3)

The albedo image is obtained in this way, and the 3D model with
albedo is created by texture mapping.

3.2 Global Alignment
Fig. 2 shows the process of the proposed method from appear-

ance reproduction to global alignment.

3.2.1 Appearance Reproduction
First, given as parameters the date, time, weather, and GPS infor-

mation when performing global alignment, the sky light environ-
ment is simulated using Radiance, and then the illuminance value
Ek is calculated from the 3D model. This method has the advan-
tage that there is no need to shoot the HDR image in order to ac-
quire the light environment. In addition, the reproduced appear-
ance is only used for feature-matching by natural features, so it is
not necessary to reproduce the exact light environment at the time
of obtaining the input camera image. Using the albedo value Sk

in the database and the illuminance value Ek, appearance is repro-
duced from Eq. (1).

3.2.2 Feature Matching
Feature-matching between the input camera image and the re-

produced appearance is performed by natural features. It is neces-
sary to obtain a sufficient number of correct correspondences for
accurate camera parameters estimation in feature-matching. So
removal of incorrect correspondences is attempted based on the
RANSAC (RANdom SAmple Consensus) method [8] using epipo-
lar constraint.

Because calibration between reproduced appearance and 3D model
has been taken, 2D-3D correspondences of the input camera image
and 3D model are obtained from the results of feature-matching of
the input image camera and the reproduced appearance.

3.2.3 Camera Parameter Estimation
The camera parameters are calculated from n 2D-3D correspon-

dences. It is desirable that the number of correspondences n is 6 or
more. Internal camera parameters P are assumed to be known by
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Figure 3: Flowchart of local alignment

the method of Zhang [31]. External camera parameters are config-
ured by the translational component T for camera position and the
rotational component R for camera pose. In order to determine the
external camera parameters R,T , linear estimation is performed
following the method of Weng et al [28]. Then, external camera
parameters R,T are calculated by minimizing the sum of squares
of the reprojection errorFi using the linear estimation result as the
initial value.

Fi =

ui

vi
1

− P
[
R⊤ −R⊤T

] 
Xi

Yi

Zi

1

 (4)

{R,T } = argmin
R,T

n∑
i

∥Fi∥2 (5)

(ui, vi) are the 2D coordinates in the input camera image, and
(Xi, Yi, Zi) are the corresponding 3D coordinates in the 3D model.
The method of Levenberg-Marquardt is used for nonlinear opti-
mization calculation.

3.2.4 Model Transformation
By converting the 3D model coordinate system using external

camera parameters R,T , it is possible to adapt the coordinate sys-
tems of the real world and the virtual world. By these processes,
it is possible to realize absolute alignment between the real objects
and the virtual contents.

3.3 Local Alignment
After global alignment, it is necessary to keep track of the cam-

era position and pose by local alignment. Fig. 3 shows the flow of
local alignment.

3.3.1 Camera Tracking
By mapping natural features of the previous camera frame to a

dense 3D model, a 3D natural features map is generated in real
time. Because the calibration of previous camera frame and 3D
model has been completed posteriorly, 3D coordinates can be ob-
tained easily at the feature points of the camera image. In addi-
tion, due to natural features from the current appearance, feature-
matching between the current camera frame and previous camera
frame is easy, so the camera position and pose can be obtained from
Eq. (5).

By repeating the camera parameters estimation and the feature
projection, robust local camera position and pose tracking is possi-
ble. However, since the error of the camera parameters estimation
in each frame accumulates, a gap is formed gradually. In order to
eliminate this error, it is necessary to perform global realignment.

3.3.2 Global Realignment
In order to eliminate the error, appearance is reproduced in every

frame as well as the global alignment, and the absolute alignment
is tried by feature-matching using reproduced appearance. Because
it is necessary to reproduce appearance according to the movement
of the camera, appearance reproduction must be done in real time.
However, because there is high computational cost in reproducing
appearance by radiosity, real-time processing is difficult. Accord-
ingly, appearance is reproduced in a short time by simple shading
based on the reflection model of Lambert. In addition, light dis-
tribution is necessary in order to perform the shading, and light
environment must be estimated for each frame because it always
changes due to the movement of clouds and sun in an outdoor en-
vironment. There are various methods, but the proposed method
estimates the light environment directly using the sky zenithal im-
age acquired by a fisheye camera, an omnidirectional camera, or
some such device [10]. Estimated light environments are also used
to achieve photometric registration in MR.

The 3D model with albedo is rendered from the estimated cam-
era parameters and light environment to reproduce appearance. If a
sufficient number of accurate correspondences is acquired between
the current camera frame and the reproduced appearance, global
realignment is performed, and it is possible to eliminate the er-
rors. In addition, using the fact that the calibration between the
previous camera frame and reproduced appearance is performed
roughly, the removal of incorrect correspondences is carried out by
the geometric relationship between the current camera frame and
previous camera frame in feature-matching. In this way, even if
correct correspondences are considerably less with respect to in-
correct, only the correct correspondences are extracted well.

4. EXPERIMENT
In order to verify the effectiveness of the proposed alignment

method, experiments of the alignment between the real object and
the 3D model were conducted under different light environments.
In this experiment, the building was used as shown in Fig. 1 and the
PC spec was CPU: Intel Core2Duo T8300 2.40GHz, RAM: 4GB,
GPU: nVIDIA GeForce8800M GTX 512MB.

4.1 Database Creation
The omnidirectional HDR color image and the 3D model were

necessary to build the database. Ladybug3 of Point Gray Research2

was used to acquire the omnidirectional HDR color image. HDS3000
Leica Geosystems3 was used as the laser range sensor to obtain the
2http://www.ptgrey.com/products/ladybug3/
3http://hds.leica-geosystems.com/en/5574.htm
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(a) database image (b) illuminance image (c) albedo image

Figure 4: Albedo estimation result (11:30AM, 16th of Decem-
ber, sunny)

Figure 5: 3D model with albedo

3D model, and the integration of multiple distance data was car-
ried out [16]. The 3D model has one million points. The camera
parameters of the HDR image were estimated by giving 2D-3D cor-
respondences between the HDR image and the 3D model manually.

Fig. 4 shows the result of albedo estimation. Although the HDR
image had a clear difference in intensity between the front and side,
the albedo image did not have that much difference. In addition,
the 3D model with albedo was created by texture mapping using
estimated albedo (Fig. 5). In the manner as described above, the
database of omnidirectional HDR image and albedo image with 3D
coordinate value was constructed.

4.2 Global Alignment

4.2.1 Appearance Reproduction
The input image was taken at a different time and date, and under

different weather conditions. The illuminance image was generated
using Radiance from the date, time, weather, and GPS information
at the input image acquisition, and appearance was reproduced by
the multiplication of the albedo image and illuminance image.

Fig. 6 shows the results of appearance reproduction by radiosity.
Since the shading of the reproduced appearance is similar to that of
the input image, the appearance was reproduced with correct shade
and shadow. However, the process of appearance reproduction by
radiosity took several minutes.

4.2.2 Feature Matching
The comparison of feature-matching between the previous method

using a simple input image and the proposed method using repro-
duced appearance was performed. The resolution of all images
is 600 × 600 pixels. SIFT [13], SURF [4], and CSIFT (Colored
SIFT) [1] were used as the method of natural feature extraction.
CSIFT is an illumination invariant feature. The number of corre-
spondences and computational time were evaluated using images
with the different light environment.

Table 1, 2 and Fig. 7, 8 show the results of feature-matching
after the removal of incorrect correspondences based on the epipo-
lar constraint by RANSAC. First, in Table 1 and Fig. 7, since the

(a) illuminance image (b) reproduced image (c) input image

Figure 6: Appearance reproduction result by radiosity
(11:30AM, 8th of December, sunny)

appearance of the input image and database image was not very
different, correct correspondences were obtained sufficiently to es-
timate the camera parameters in both the proposed method and pre-
vious method. On the other hand, in Table 2 and Fig. 8, since the
appearance of the input image with deep shade was very different
from that of database image, correct correspondences were not ob-
tained in the previous method. Because there were too many incor-
rect correspondences as opposed to correct correspondences, the
removal of incorrect correspondences by RANSAC did not work
well. However, since the appearance of the input image and repro-
duced image became close, many correct correspondences could be
obtained using the proposed method, so the proposed method was
shown to be effective. In addition, correct correspondences were
not obtained by CSIFT in either case.

The reason for failure by CSIFT as shown in Fig. 7(c), 8(c) was
thought to be a feature of a building image that had little texture
where the boundary almost disappeared by removing the light en-
vironment information. In other words, it can be said that in this
case, the light environment information is very important to obtain
correspondences, so the proposed method to reproduce appearance
was considered to be reasonable. Correspondences could be ob-
tained from around the edge with deep shading as shown in the
Fig. 8(a), 8(b). Therefore, the proposed method uses the informa-
tion for 3D geometric structure as well as information about the
texture of the object. Considering the number of correspondences
and computational time, the proposed method using SURF was fast
and sufficient.

4.2.3 Camera Parameter Estimation
The accuracy of the camera parameters estimation was evaluated

by the success rate of alignment and average of reprojection error
represented by Eq. (5). The resolution of camera image is 640 ×
480 pixels. If the average of reprojection error was less than 3
pixels, alignment was regarded as a success.

As the result of 100 trials, the average of reprojection error was
120 pixels, and alignment success rate was 4% in the previous
method. On the other hand, the average of reprojection error was
2.5 pixels, and alignment success rate was 89% in the proposed
method, so the effectiveness of the proposed method was confirmed.
Fig. 9 shows the result of the correct alignment by the proposed
method. The 3D model was superimposed to the same position as
the real object, so the coordinate systems of the real world and the
virtual world were calibrated.

4.3 Local Alignment
Because the local camera position and pose tracking must be per-

formed in real time, it was necessary to perform feature-matching
in real time. So CUDASURF4 implemented by GPGPU was used.
4http://www.d2.mpi-inf.mpg.de/surf
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Table 1: Comparison of feature matching (input image: 09:30AM, 8th of December, sunny. database image: 11:30AM, 16th of
December, cloudy.)

SIFT SIFT SURF SURF Colored
+previous +proposed +previous +proposed SIFT

correspondences 31 24 14 15 0
calculation time[sec] 1.5 2.0 0.7 1.0 1.8

Table 2: Comparison of feature matching (input image: 11:30AM, 8th of December, sunny. database image: 11:30AM, 16th of
December, cloudy.)

SIFT SIFT SURF SURF Colored
+previous +proposed +previous +proposed SIFT

correspondences 0 42 0 63 0
calculation time[sec] 1.8 2.4 1.0 1.2 2.4

(a) SURF matching between input image and database image

(b) SURF matching between input image and reproduced appearance

(c) Colored SIFT matching between input image and database image

Figure 7: Feature matching result (input image: 09:30AM, 8th
of December, sunny. database image: 11:30AM, 16th of De-
cember, cloudy.)

(a) SURF matching between input image and database image

(b) SURF matching between input image and reproduced appearance

(c) Colored SIFT matching between input image and database image

Figure 8: Feature matching result (input image: 11:30AM, 8th
of December, sunny. database image: 11:30AM, 16th of De-
cember, cloudy.)
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(a) MR Result

(b) SURF matching between camera image and reproduced appear-
ance by radiosity

Figure 9: Global alignment result

Table 3: Processing times of each step
each step time[msec]

light environment estimation 10
appearance reproduction by simple shading 180

CUDASURF detection 50
feature-matching + RANSAC 60

feature projection 10
camera parameter estimation 10

　 total 320

Fig. 10 shows the results of the local alignment. Enough corre-
spondences between the current camera image and previous camera
image were obtained, and the tracking by the proposed method was
shown to work well (Fig. 10(b)). However, the errors of the camera
parameters estimation accumulated as time increased, so deviation
would arise little by little (Fig. 10(a)). If feature-matching using
reproduced appearance by simple shading was successful, global
realignment was performed as shown in the Fig. 11, so it is possi-
ble to prevent the accumulation of errors. Table 3 shows the pro-
cessing times of each step. The local alignment ran at about 3fps,
so it cannot be said to be running in real time. The appearance re-
production, feature detection, and feature matching must be more
efficient.

5. CONCLUSION
In this paper, a robust alignment method for light changes in an

outdoor environment is proposed.
By using the 3D model of the surrounding environment, the albedo

of real objects is estimated, and the appearance in current light en-
vironment is reproduced by radiosity from the albedo, so robust
feature-matching for light changes is achieved. This makes it pos-
sible to achieve robust global alignment even in an outdoor environ-
ment. As an experiment result, if the light environment was very
different, the alignment success rate of the previous method was

(a) MR Result

(b) SURF matching between current camera image and previous
camera image

Figure 10: Local alignment result

(a) MR Result (b) Light environment

(c) SURF matching between camera image and reproduced appear-
ance by simple shading

Figure 11: Global realignment result

4%. On the other hand, that of the proposed method was improved
by up to 89%.

In addition, by projecting natural features of the camera image
to a 3D model in each frame, robust local alignment is achieved.
Moreover, by generating reproduced appearance by simple shad-
ing as well as global alignment, global realignment is performed
and the accumulation of errors is eliminated during local camera
position and pose tracking.

Several issues need to be dealt with in the future. It is necessary
to further evaluate the proposed method in various light environ-
ments. Also, the processing of each step must be speeded up more.
In addition, in the appearance reproduction by simple shading, in
order to estimate the light distribution, the sky zenithal image was
acquired directly. However, because some areas of sky image, such
as the sun, are saturated, estimated light distribution is not exact.
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By solving this problem, the quality of the reproduced appearance
will increase, and then the accuracy of the global realignment will
increase also.
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