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都市交通における問題の原因となる路上駐車車両の実態を把握することは重要である．現

在，路上駐車車両の実態把握は，調査員の手によって行われている．手動計測では，人件費
によるコストが高く，数え間違えを十分には防止できない．コスト削減と正確な車両台数の
計数のために，路上駐車車両の自動検出システムの構築は必須である．時空間ボリュームデ
ータと2種類の断面から，2つのタイプの沿道パノラマ画像を導入する．ライン走査カメラを
用いた，路上駐車車両検出法はすでに提案してきた．この検出法は，ライン走査画像のEPI解
析に基づいている．検証実験の結果，検出率は76.9%であった．本論文では，レーザレンジフ
ァインダを用いた，路上駐車車両の検出法を新たに提案する．提案手法では，計測されたレ
ーザレンジ点に対して2種類のクラスタ解析を適用する．一つは，スキャン毎のクラスタリン
グであり，もう一つは，連続するスキャンに渡ってのクラスタリングである．最終的に，ク
ラスタは各々の車両に対応することになる．実際の道路上での検証実験の結果，検出率は90%
となった． 
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It is important to assess street-parking vehicles causing traffic problems in urban areas, 
however, it is performed manually and at high cost. It is a top priority for reducing cost, to 
develop a detection system of those vehicles. We address a spatio-temporal volume and two types 
of slice surfaces from the volume, and introduce two-types of panoramic street-images. We have 
proposed the detection method using a line-scan camera. In the detection method, EPI analysis is 
applied to line-scan images. As a result of verification experiments in real roads, a detection rate 
reached 76.9 %. We propose an alternative detection method, using a laser-range finder. In the 
proposed detection method, two kinds of cluster analysis are applied to range points: One is for 
clustering points at each scan, and the other for clustering points over several scans. Each cluster 
of range points means a vehicle. As a result of verification experiments in real roads, a detection 
rate reached 90 %. 

 
Key words—Vehicle detection, street-parking vehicle, laser range finder, spatio-temporal volume, cluster 

analysis, line-scan imaging 
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I. INTRODUCTION 
In crowded urban areas, street-parking vehicles 

occupy a certain area of the streets at any time and 
cause traffic problems, such as impediment to the 
traffic flow and blind spots. In Japan, 1,800,000 
parking tickets are issued annually. Among them, 
480,000 parking tickets are issued in Tokyo alone. 
Illegal parking is a common problem in metropolises as 
indicated by the number of tickets issued annually, e.g., 
10,000,000 in New York, 4,000,000 in London, and 
2,800,000 in Seoul [1]. 

In the United States and Europe, both police and 
local governments clamp down on illegal parking. In 
case of the local government, the criminal status of 
illegal parking is reduced or removed. In Japan as well 
as England, there is a plan to entrust the control of 
illegal parking to the private sector before long [2]. 
Nevertheless, illegal parking is not decriminalized. 

Information about street-parking vehicles is useful 
for re-planning roads and traffic system. In Japan, 
street-parking vehicles have to be manually counted by 
investigators in measuring vehicles during 
traffic-condition survey. Manual counting faces 
problems, such as human error and high cost. 

Feasible street-parking-vehicle counting system in 
term of accuracy and cost is desired for privatization 
and effective traffic census. We previously proposed 
the detection method by a scanning laser-range finder 
(LRF) [3]. However, occlusion such as from a vehicle 
going past the measurement vehicle leads to incorrect 
detection. The detection method is available only 
off-line and needs large data storage. 

We proposed also an alternative detection method 
[4], based on an epipolar-plane image (EPI) analysis, 
which are easily obtained by a line-scan camera. EPI 
analysis, firstly developed by Bolles [6], is a technique 
for building a 3-D description of a static scene from a 
dense sequence of images. EPI analysis is used to 
calculate the features depth from the slope of feature 
paths in EPIs. However, the method is applicable 
during daytime and it needs much processing time. 

Sakuma et al. [5] proposed the counting method by 
detecting wheels. The method creates panoramic 
images and extracts vehicles’ wheels by morphological 
processing to those panoramic images. It is applicable 
only during daytime. Its cost is high because it 
generates a panoramic image from multiple 2-D 
frames. 

A long belt of scene along streets is profiled 
continuously, from which street-parking vehicles are 
extracted. Zheng [13] provided ‘digital route 
panoramas’, which is a new image medium for 
digitally archiving scenes along a route. However, 
object detection is out of  his league. 

Zhao et al. [11], [12] proposed a vehicle-borne 
system of measuring 3-D urban data. The system uses 
single-row laser range scanners, line cameras and a 
vehicle positioning system. The laser range scanners 
construct vertical range profiles for measuring object 
geometry and horizontal range profiles for tracing 
vehicle location and orientation [12]. The line cameras 
measure the texture of the urban features [11]. 

The detection method proposed in this paper is based 
on cluster analysis, from panoramic street 
range-images obtained by a scanning LRF [7]. A 
processing at each scan is repeated, and can detect 
vehicle clusters. The proposed system is economical, 
robust to occlusion and applicable all day long. The 
detection method is simple. 

First, panoramic street-image will be addressed. 
Second, the detection method will be presented with 
experimental results. Conclusion and future works will 
be described. 

II. SPATIO-TEMPORAL VOLUME 
In this section, panoramic street images will be 

introduced from spatio-temporal volume images. 
Panoramic street images are the combination of 2-D 
panoramic-view images and 3-D panoramic-range 
images. Panoramic street images are used for detecting 
objects as well as vehicles parked on streets. 

 

A. Spatio-Temporal Volume 
Two important cases in object detection are the 

detection of moving objects from a stationary camera 
and vice versa. In the first case, image subtraction and 
background subtraction are often used. In the latter 
case, motion stereo is often used for extracting 3-D 
information from 2-D images of stationary objects. 

This paper focuses on detection of stationary objects 
by a sensor with lateral motion. Lateral motion is 
illustrated in Fig. 1. While the sensor (for example, a 
camera) moves laterally, a target P is projected to 
points 1P , 2P  and 3P  on the camera’s image plane at 
time 1T , 2T  and 3T , respectively. The plane on which 
there are the target P  and arbitrary two camera optical 
centers, is called an epipolar plane. The epipolar plane 
intersects two corresponding image planes along an 
epipolar line. Epipolar lines on the image plane for a 
lateral motion are collinear and parallel to the camera 
optical center’s trajectory. 
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Fig. 1 Lateral motion of camera. A camera optical 
center is located at points 1C , 2C  and 3C , and a 
feature point P  is projected to points 1P , 2P  and 3P  
in the image plane, at time, 1T , 2T  and 3T , 
respectively. 

Our algorithm considers a 3-D spatio-temporal 
volume, which is a multiframe array generated by 
concatenating multiple image frames along the time 
domain. The multiframe array is a 3-D volume in a 
spatio-temporal domain [8], [9]. The camera moves 
laterally, the background also sweeps across multiple 
image frames. In this case, two important 2-D images 
can be generated from a 3-D spatio-temporal volume. 

The two images are derived by slicing a 3-D 
spatio-temporal volume: (1) an epipolar-plane image 
(EPI) from horizontal slicing [10], and (2) a 
panoramic-view image (PVI) from vertical slicing. The 
result of the slicing process is shown in Fig. 2. The 
front plane of the 3-D spatio-temporal volume is the 
first frame. Its side plane is a panoramic-view image. 
Its top plane is an epipolar-plane image. A 
panoramic-view image and an epipolar-plane image 
are created by slicing the spatio-temporal volume, 
vertically and horizontally, respectively. 
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Fig. 2 Spatio-temporal volume representation: (a) 
Spatio-temporal volume generated by concatenating 
multiple images along the time domain. The first frame 
is the front plane. Panoramic-view image is the side 
plane. Epipolar-plane image is the top plane. (b) 
Panoramic-view image and epipolar-plane image are 
created by slicing the spatio-temporal volume, 
vertically and horizontally, respectively. 

B. Line-Scan Imaging 
PVIs and EPIs are generated by concatenating 

specific line-images in each image frame; PVIs from 
specific vertical line-images and EPIs from specific 
horizontal line-images. A line-scan camera with lateral 
motion is enough to create PVIs or EPIs. Line-scan 
cameras are based on line-scan imaging technology and 
provide other benefit than area-scan cameras (frame 
cameras). 

Perhaps the most common example of line-scan 
imaging is the fax machine. Line-scan imaging uses a 
single line of sensor pixels (effectively 
one-dimensional) to build up a two-dimensional image. 
The second dimension results from the motion of the 
object being imaged. Two-dimensional images are 
acquired line by line by successive single-line scans 
while the object moves perpendicularly past the line of 
pixels in the image sensor. 

Line-scan imaging has some benefits, including (1) 
dynamic range that can be higher than conventional 
cameras, (2) smear-free images of fast moving objects, 
and (3) processing efficiency: line scanning eliminates 
the frame overlaps required to build a seamless image, 
particularly in high-speed, high-resolution 
applications. 

C. Panoramic Street Image 
A laser range finder (LRF), used in line-scan 

imaging, realizes one more dimension. The third 
dimension results from the measurement of the 
distance up to objects. Three-dimensional images are 
also acquired line by line while the object moves 
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perpendicularly past the scanning line. 
When the line-scan sensor moves, instead of objects, 

perpendicularly to the scanning line, line-scan imaging 
is also realized and the same benefits can be received. 
Line-scan imaging system mounted on a measurement 
vehicle exploits its abilities, when it runs at a high 
speed in the outdoor environments. By using a 
line-scan camera, two-dimensional and seamless 
images are easily acquired, and on the other hand, a 
LRF generates three-dimensional and seamless images, 
as shown in Fig. 3. 

Panoramic street-image has 3-D information by two 
methods: one method is the extraction of depth 
information from EPI, and the other is .the restoration 
of 3-D information using LRFs. Both methods use 
line-scan imaging technology effectively. 
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Fig. 3 Panoramic street range image using a laser range 
sensor when it scans vertically 

Those images include much and useful information 
for our everyday life, such as: 

1) Barrier-free facilities, such as steps between 
sidewalks and streets, that must be monitored on the 
way to an aging society, 

2) Road-use real situation, like street-parking 
vehicles and derelict bulky garbage, 

3) Road-traffic facilities, installed in the road traffic 
environments and public spaces, including traffic signs 
and road-side trees. 

 
This paper is focused on the detection of 

street-parking vehicles, using Cluster analysis. 

III. DETECTION USING CLUSTER ANALYSIS 
Panoramic street range-images can be acquired by a 

vertical-scanning LRF mounted on the measurement 
vehicle moving in a lateral motion. The detection 
method from these range-images is described in this 
section. 

 

A. Three Dimensional Restoration 
The data of panoramic street range-images are 

originally obtained in the 2-D polar-coordinate system, 
with its origin at the sensor. It is more desirable to store 
them in the 3-D coordinate, which is 
easy-to-understand format. 

Fig. 3 shows one such 3-D restoration of range data. 
The laser beam cannot travel through objects, except 
the transparent/semi-transparent. Objects located 
nearer the laser sensor occlude objects further away. 
Higher emplacement of a LRF can be positioned to tilt 
downward towards street-parking vehicles, and prevent 
occlusion of the street-parking vehicles. 

B. Compensation of LRF’s Tilt 
Each vertical-scan of a LRF provides a sectional 

plane of panoramic street range-images, perpendicular 
to the street, as shown in Fig. 4. The LRF should be 
mounted carefully, but in practice, it cannot be free 
from tilting. Such tilt is responsible for inclining a road 
surface in the 3-D range-images. In order to realize a 
road surface as the horizontal plane, this tilt of the LRF 
needs to be compensated. 

A laser beam from the LRF fans out from bottom to 
top, and a few first laser beams are likely to hit on a 
road surface. The tilt angle of the LRF can be 
calculated from range-points hitting on the road surface. 
After the compensation of the tilt angle at each scan, a 
road surface can be reconstructed as a reference 
horizontal plane with the level 0. It is easy to 
understand a 3-D scene by visualizing range-points 
data, as shown in Fig. 4, and to simplify a further 
process, an analysis and an implementation. 
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Fig. 4 Range points plotted on the depth-height graph at 
no.288 scan. 

C. Selection of Region of Interest 
To detect street-parking vehicles, it is sufficient to 
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limit the analysis to a specific region, called 
region-of-interest (ROI). ROI is a region with its height 
less than 2000 mm, and is neither a road surface nor a 
region beyond measurement range. 

Vehicles run on the ground, don’t take off, and can 
be safely assumed to have the height of less than 2000 
mm. Range points more than 2000 mm, red dots in Fig. 
4, can then be ignored. 

After compensation of the LRF’s tilt, a road surface 
can be regarded as a horizontal plane, with its level at 0 
mm. When measurement error is taken into account, it 
is reasonable to assume that a road surface has an 
absolute value of its height less than 100 mm high. 
Range points at the height of less than 100 mm (black 
dots in Fig. 4) are not considered. 

In our experiments, the LRF can measure objects up 
to 8000 mm away, and returns a range value of 8191 
mm for the object beyond. These limits draw the arc 
with radius 8191 mm at the center of the LRF, blue dots 
in Fig. 4. 

Only the ROI which is determined as mentioned 
above, is considered. Street-parking vehicles will be 
detected in the ROI. 

D. Intra-Scan Clustering 
Range points in the ROI are desired to construct 

clusters for every object, at each scan. Firstly, for 
measuring the similarity between every pair of range 
points, the Euclidean distance ijd  between every pair 
are computed. 

When pairs of range points are in close proximity, 
they are grouped together into binary clusters. The 
newly formed clusters are grouped into larger clusters 
until a hierarchical tree is formed. A hierarchical, 
binary cluster tree is created by using the 
nearest-neighbor-algorithm, which uses the smallest 
distance between objects in the two groups, R  and S , 

( )
,

, min { }
∈ ∈

= iji R j S
d R S d . 

The hierarchical, binary cluster tree is plotted as a 
dendrogram graph, as shown in Fig. 5. In the 
dendrogram graph, the height of the linkage line 
indicates the distance between objects. 

Range points in the hierarchical tree are divided into 
clusters by cutting off the tree at a threshold distance. 
The threshold for cutting the dendrogram graph is 600 
mm, indicated by a red line in Fig. 5. Two clusters were 
created; a green one indicated a vehicle’s moving past 
the measurement vehicle, and a blue one indicated a 
street-parking vehicle stopping at the side of a road. 

E. Inter-Scan Clustering 
Inter-scan clustering groups the result of the 

intra-scan clustering (intra-clusters) with the 
intra-clusters of the previous scan and forms the 
inter-cluster. In inter-scan clustering process, the 
average depth of every intra-cluster is calculated. If 
intra-clusters from the consecutive scans have the 
average depth difference less than 500 mm, they are 
grouped into the larger inter-cluster. 

When the subsequent scan has no cluster to be 
merged into the intra-cluster, the inter-cluster stops 
growing, and is called the object-cluster. 
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Fig. 5 Dendrogram graph and range-point clusters at 
no.761 scan. 

Three Regions 
After creating the object-clusters based on the intra- 

and inter-clustering, one vehicle may be divided into 
two object-clusters. To prevent the construction of too 
small object-clusters, ROI is divided into three regions, 
and the smaller object-cluster is merged into the larger 
object-cluster, if the smaller object-cluster is always in 
the same region as the larger one. 

Three regions are determined based on the 
experiment and the width of the lanes. In our 
experiments, the measurement vehicle traveled on the 
rightmost lane in the three-lane street. Three regions 
are determined as follows; Region I with depth from 
the LRF less than 4000 mm, Region II with depth from 
4000 mm to 6600 mm, and Region III with depth over 
6600 mm, as shown in Fig. 5. 
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Fig. 6 Detection diagram of object-clusters indicating street-parking vehicles 

F. Detection of Street-Parking Vehicles 
Intra-clustering, inter-clustering and 

region-checking can group range points into the real 
objects. The whole process is summarized in Fig. 6. 

In these experiments, objects in Region III are 
regarded as a bush or something at the edge of roads. 
Objects in Region I are regarded as street-parking 
vehicles, and objects in Region II are regarded as 
vehicles moving between the measurement vehicle and 
the street-parking vehicle. 

G. Experiments 
The LRF was mounted on the measurement vehicle 

as shown in Fig. 7. The measurement vehicle traveled 
at the speed about 40 km/h. From Region I, 5 vehicles 
were detected among 5 vehicles going past. From 
Region II, 36 vehicles from 40 street-parking vehicles 
were detected correctly. There was a case that two 
street-parking vehicles were merged incorrectly into 
one vehicle, and this case occurred twice. These 4 
vehicles were regarded as non-detected vehicles. On 
the other hand, all of 5 street-parking vehicles which 
were partially occluded by vehicles going past the 
measurement vehicle, were correctly detected. The 
detection results are summarized as a confusion matrix 
in TABLE 1. 

 

TABLE 1 
Confusion matrix of detection results 

predicted
actual                                 negative positive 

negative N/A 0 
positive 4 36 

 
 
The accuracy of this system/method is 36 per 40, 

90%. Precision is 36 per 36, 100%. True positive rate, 
that is, recall rate is 36 per 40, 90%. The detection rate 
is calculated as ‘accuracy’ in this paper, and, thus, 
90%. 

Fig. 8 illustrates the experimental results of vehicle 
extraction from panoramic street-images obtained by 
the line-scan camera. 

 

 
(a) 

 

 
(b) 

Fig. 7 The line scan camera and the laser range sensors 
mounted on our measurement vehicle. (a) the whole of 
the vehicle and (b) the line-scan camera and the 
scanning laser range finders. 

IV. CONCLUSIONS 
We introduced the spatio-temporal volume and its 

two slice surfaces, PVI and EPI. Furthermore, we 
derived the two-type panoramic street images: one 
image uses intensity data from a camera, and the other 
uses range data from a LRF. The panoramic street 
images were obtained by vertically scanning line-scan 
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camera and laser range sensor. They include much and 
useful information for our daily life. 

We proposed the method for detecting street-parking 
vehicles: the method is based on cluster analysis. In the 
detection method based on cluster analysis, its 
detection rate achieved higher 90 %. In addition, this 
method indicated its robustness to partial occlusion. 

Future Work 
A laser sensor can measure the distance directly and 

robustly in the outdoor environment. However, an 
image sensor like a camera has much more information 
from data. 

Thus, we will fuse an image sensor and a laser sensor, 
and improve the whole system. After extracting 
vehicles images from the panoramic street image, 
vehicle classification will be the next task. 
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