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In this research, we have developed a method to realize flexible cooperation between human and robot which

reflects the intention and state of human by using gaze information. This physiological information expresses the

process of thinking directly, so it enables us to read the internal condition such as hesitation or search in decision

making process. We propose a method to interpret the intention and condition from the latest history of gaze

movement and determine an appropriate cooperative action of a robot based on it so that the task proceeds

smoothly. Finally, we show experimental results by using a humanoid-type robot.
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. The estimated object consistent with the task model is specified by the

Robot by voting for the candidates in the gazed objects..
Simultaneous execution, if the next after the next action 1s predictable
g Robot executes 1t sumultaneously wlule the human do the next action.

(5]






